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#### Abstract

Approximation Fixpoint Theory (AFT) and Justification Theory (JT) are two frameworks to unify logical formalisms. AFT studies semantics in terms of fixpoints of lattice operators, and JT in terms of so-called justifications, which are explanations of why certain facts do or do not hold in a model. While the approaches differ, the frameworks were designed with similar goals in mind, namely to study the different semantics that arise in (mainly) non-monotonic logics. The first contribution of our current paper is to provide a formal link between the two frameworks. To be precise, we show that every justification frame induces an approximator and that this mapping from JT to AFT preserves all major semantics. The second contribution exploits this correspondence to extend JT with a novel class of semantics, namely ultimate semantics: we formally show that ultimate semantics can be obtained in JT by a syntactic transformation on the justification frame, essentially performing a sort of resolution on the rules.
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## 1. Introduction

In the 1980s and 90s, the area of non-monotonic reasoning (NMR) saw fierce debates about formal semantics. In several subareas, researchers sought to formalise common-sense intuitions about knowledge of introspective agents. In these areas, appeals to similar intuitions were made, resulting in the development of lar mathematical concepts. Despite the obvious similarity, the precise relation between these concepts remained elusive. In this paper, we are concerned with two formal theories that were developed to unify semantics of (mostly non-monotonic) logics, namely Approximation Fixpoint Theory (AFT) and Justification Theory (JT).

### 1.1. Approximation Fixpoint Theory

Approximation Fixpoint Theory (AFT) was founded by Denecker, Marek and Truszczyński (2000) as a way of unifying semantics that emerged in different subareas of non-monotonic reasoning. The main contribution of AFT was to demonstrate that, by moving to an algebraic setting, the common principles behind these concepts can be isolated and studied in a general way. This breakthrough allowed results that were achieved in the context of one of these languages to be easily transferred to another. In the early stages, AFT was applied to default logic (Reiter, 1980), auto-epistemic logic (Moore, 1985), and logic programming van Emden and Kowalski, 1976; Denecker et al. 2000, 2003). In recent years, interest in AFT has gradually increased, with applications in various other domains, encompassing abstract argumentation (Strass, 2013,

[^0]Bogaerts, 2019), extensions to deal with inconsistencies (Bi et al., 2014), causality (Bogaerts et al., 2014), access control (Van Hertum et al., 2016), higher-order logic programs (Charalambidis et al., 2018), active for the semantic web (Bogaerts and Jakubowski 2021), as well as neuro-symbolic logic programming (Antić 2023).

The foundations of AFT lie in Tarski's fixpoint theory of monotone operators on a complete lattice (Tarski, 1955). AFT demonstrates that by moving from the original lattice $L$ to the bilattice $L^{2}$, Tarski's
2ll. theory can be generalised into a fixpoint theory for arbitrary (i.e., also non-monotone) operators. Crucially, all that is required to apply AFT to a formalism and obtain several semantics is to define an appropriate approximating operator $L^{2} \rightarrow L^{2}$ on the bilattice; the algebraic theory of AFT then takes care of the rest. For instance, to characterise the major logic programming semantics using AFT, the approximating operator is nothing else than Fitting's well-known four-valued immediate consequence operator (Fitting, 2002). The (partial) stable fixpoints of that operator (as defined by AFT) are exactly the (partial) stable models of the original program; the well-founded fixpoint of the operator is the well-founded model of the program, etc. All well-known semantics of logic programming correspond to distinguished types of fixpoints of Fitting's operator defined in the AFT framework!

### 1.2. Justification Theory

f jur aitable of a range of logics in knowledge representation, computational and mathematical logic, including logic programs, argumentation frameworks and nested least and greatest fixpoint definitions. Justifications provide a refined way of describing the semantics of a logic: they not only define whether an interpretation is a ${ }^{2}$ model (under a suitable semantics) of a theory, but also why.

Justifications - albeit not always in the exact formal form as described by Denecker et al. (2015) - have appeared in different ways in different areas. The stable semantics for logic programs was defined in terms of justifications (Fages, 1990; Schulz and Toni 2013). Moreover, an algebra for combining justifications (for logic programs) was defined by Cabalar et al. (2014); and justifications are underlying provenance systems
in databases (Damásio et al. 2013).
Next to these theoretic benefits, justifications are also used in implementations of answer set solvers: they form the basis of the so-called source-pointer approach in the unfounded set algorithm (Gebser et al., 2009), and turned out to be key in analyzing conflicts in the context of lazy grounding (Bogaerts and Weinzierl, 2018) ), as well as to improve parity game solvers (Lapauw et al., 2020).

### 1.3. Correspondence

AFT and justification theory were designed with similar intentions in mind, namely to unify different (mainly non-monotonic) logics. One major difference between them is that justification theory is defined logically while AFT is defined purely algebraically. This makes justification frameworks less abstract and easier to grasp, but also in a certain sense less general, as demonstrated by the fact that logics such as autoepistemic logic have no justification semantics (yet). On the other hand, justification theory has a larger freedom to define semantics by providing a branch evaluation, as well as the notion of nesting (Denecker et al. 2015, which captures the semantics of nested least and nested greatest fixpoint definitions Hou et al. 2010) as shown by Marynissen (2022).

Despite the differences, certain correspondences between the theories show up: several definitions in justification frameworks seem to have an algebraical counterpart in AFT. This is evident from the fact that many results on justifications are formulated in terms of fixpoints of the support operator (see Definition 4.5) that happens, for the case of logic programming, to coincide with (Fitting's, 2002, three-valued version of the immediate consequence operator for logic programs. Of course, now the question naturally arises whether this correspondence can be made formal, i.e., whether it can formally be shown that semantics induced by justification theory will always coincide with their equally-named counterpart in AFT. If the answer is positive, this will allow us to translate results between the two theories. Formalising this correspondence is the key contribution of the current paper.

### 1.4. Contributions

Our contributions can be summarised as follows:

- In Section 3, we provide some novel results for JT. While the main purpose of these results is to support the theorems of Section 4, they also directly advance the state of JT. In this section, we give an alternative (and arguably, easier) characterization of splittable branch evaluations and use it to get new results on how justifications can be "glued together". Afterwards, we show how different semantics induced by JT relate, and we resolve a discrepancy that exists between different definitions of so-called stable and supported branch evaluations in prior work. We formally prove that the different circulating definitions of these branch evaluations indeed induce the same semantics.
- In Section 4 we turn our attention to the key contribution of the paper, namely embedding JT in AFT. To do this, we proceed as follows. First, we show that under minor restrictions, each justification frame (intuitively, this is a set of rules that describe when a positive or negative fact is true), can be transformed into an approximator. Next, we show that for each of the most common branch evaluations (these are mathematical structures that are used to associate semantics to a justification frame), the semantics induced by JT is the same as the equally-named semantics on the AFT side. Establishing this result is of particular importance for the future development of JT, since this result immediately makes a large body of theoretical results developed in the context of AFT readily available for JT, as well as all its future application domains, including results on stratification (Vennekens et al., 2006; Bogaerts and Cruz-Filipe, 2021), predicate introduction (Vennekens et al. 2007), and knowledge compilation (Bogaerts and Van den Broeck, 2015). On the other hand, from the context of AFT, the embedding of JT can serve as inspiration for developing more general algebraic explanation mechanisms.
- To illustrate how this connection can be exploited for further extending the theory of justifications by transferring results from AFT to JT, we turn our attention to ultimate semantics. In the context of AFT, Denecker and his coauthors have realised that a single operator can have multiple approximators and that the choice of approximator influences the induced semantics. They also showed that - when staying in the realm of consistent AFT - every operator induces a most precise approximator, and called this the ultimate approximator (Denecker et al. 2004). In Section5, we transfer this idea to JT. We show there that by means of a simple transformation ${ }^{11}$ on the justification frame, we can obtain ultimate semantics. Importantly, since this transformation is defined independently of the branch evaluation at hand, ultimate semantics are not just induced for the semantics that have a counterpart in AFT, but for all conceivable current and future branch evaluations as well.

While establishing the connection between JT and AFT has no direct implications on fields such as logic programming and abstract argumentation, for which characterizations in terms of justifications as well as in terms of approximating operators already existed, there are several benefits to establishing this connection. On the one hand, we obtain a deeper understanding of the two frameworks (JT and AFT), and as already mentioned above, it allows transferring results between fields, which we illustrate by means of the ultimate semantics. On the other hand, it also means that whenever new application domains of JT arise, an operator-based characterization of the semantics in those fields is obtained for free. This would mean for instance that for such application domains, we obtain constructive characterizations of the semantics at hand (e.g., well-founded inductions (Denecker and Vennekens, 2007)), without additional effort.

Publication history. The short version of this paper was presented at IJCAI 2021 (Marynissen et al., 2021), ${ }^{2}$ This paper extends the short version with proofs, extra examples, and an expanded exposition. Most of these extensions are also included in the first author's PhD thesis (Marynissen, 2022).

[^1]
## 2. Preliminaries: Justification Theory

In this section, we recall the formalisation of Justification Theory of Marynissen et al. (2020).
Truth values are denoted $\mathbf{t}$ (true), $\mathbf{f}$ (false) and $\mathbf{u}$ (unknown); we write $\mathcal{L}$ for $\{\mathbf{t}, \mathbf{f}, \mathbf{u}\}$. We make use of two orders on $\mathcal{L}$, the truth order $\mathbf{f} \leq_{t} \mathbf{u} \leq_{t} \mathbf{t}$ and the precision order $\mathbf{u} \leq_{p} \mathbf{f}, \mathbf{t}$. JT starts with a set $\mathcal{F}$, referred to as a fact space, such that $\mathcal{L} \subseteq \mathcal{F}$; the elements of $\mathcal{F}$ are called facts. We assume that $\mathcal{F}$ is equipped with an involution $\sim: \mathcal{F} \rightarrow \mathcal{F}$ (i.e., a bijection that is its own inverse) such that $\sim \mathbf{t}=\mathbf{f}, \sim \mathbf{u}=\mathbf{u}$, and $\sim x \neq x$ for all $x \neq \mathbf{u}$. Moreover, we assume that $\mathcal{F} \backslash \mathcal{L}$ is partitioned into two disjoint sets $\mathcal{F}_{+}$and $\mathcal{F}_{-}$such that $x \in \mathcal{F}_{+}$if and only if $\sim x \in \mathcal{F}_{-}$for all $x \in \mathcal{F} \backslash \mathcal{L}$. Elements of $\mathcal{F}_{+}$are called positive and elements of $\mathcal{F}_{-}$are called negative facts. An example of a fact space is the set of literals over a propositional the set of elements of the form $\sim a$ for $a \in A$. We distinguish two types of facts: defined and open facts. The former are accompanied by a set of rules that determine their truth value. The truth value of the latter is not governed by the rule system but comes from an external source or is fixed (as is the case for logical facts).
Definition 2.1. A justification frame $\mathcal{J F}$ is a tuple $\left\langle\mathcal{F}, \mathcal{F}_{d}, R\right\rangle$ such that

- $\mathcal{F}_{d}$ is a subset of $\mathcal{F}$ closed under $\sim$, i.e., $\sim \mathcal{F}_{d}=\mathcal{F}_{d}$; facts in $\mathcal{F}_{d}$ are called defined;
- no logical fact is defined: $\mathcal{L} \cap \mathcal{F}_{d}=\emptyset$;
- $R \subseteq \mathcal{F}_{d} \times 2^{\mathcal{F}} \backslash\{\emptyset\}$;
- for each $x \in \mathcal{F}_{d}$ there is at least one element $(x, A) \in R$.

A fact $x \in \mathcal{F} \backslash \mathcal{F}_{d}$ is called open (or sometimes a parameter). The set of open facts is denoted $\mathcal{F}_{o}$. Notice that $\mathcal{L} \subseteq \mathcal{F}_{o}$, i.e., truth values are also called open facts. An element $(x, A) \in R$ is called a rule with head $x$ and body (or case) $A$. The set of cases of $x$ in $\mathcal{J F}$ is denoted $\mathcal{J F}(x)$. Rules $(x, A) \in R$ are denoted as $x \leftarrow A$ and if $A=\left\{y_{1}, \ldots, y_{n}\right\}$, we often write $x \leftarrow y_{1}, \ldots, y_{n}$.
Logic programs as justification frames. Justification theory was developed partly for the semantic study of logic programming. The relationship between logic programs and justification frames is the following. The negation operator $\sim$ corresponds to negation as failure not in LP, and positive and negative facts $x \in \mathcal{F}_{d}$ correspond to LP literals $x$ and not $x$. Justification frames generalize propositional LP in three ways: (1) a rule body in a justification frame may be an arbitrary set rather than a finite one (as seems suitable for an abstract semantic framework); (2) contrary to logic programs, justification frames may possess open facts; (3) rules in justification frames may have $\sim$ in the head.

The idea of open facts that are not in $\mathcal{L}$ is that their truth value is not constrained by the justification framework. In contrast, every atom $x$ in a logic program is constrained, even if there is no rule with $x$ as head $3^{3}$ in this case, $x$ is false according to the logic program. In justification theory, this is to be modelled by including the rule $x \leftarrow \mathbf{f}$ in $R$.

Rules in justification frames may contain $\sim$ in the head of rules, whereas standard LP rules do not contain not in the head ${ }_{4}^{4}$ However, in concrete instances of JT, the rules $\sim x \leftarrow$ are strictly derived from those for the positive facts $x$ by a sort of completion process. The derivation is described by a technique called complementation originally proposed by Denecker et al. (2015). This is a generic mechanism turning a set of rules for $x$ into a set of rules for $\sim x$ with the aim to provide explanation for why $x$ is not justified.
150 To define complementation, we first define selection functions for $x$. A selection function for $x$ is a mapping $s: \mathcal{J F}(x) \rightarrow \mathcal{F}$ such that $s(A) \in A$ for all rules of the form $x \leftarrow A$. Intuitively, a selection function chooses an element from the body of each rule for $x$. For a selection function $s$, the set $\{s(A) \mid A \in \mathcal{J F}(x)\}$ is denoted by $\operatorname{Im}(s) .^{5}$

[^2]Definition 2.2. For a set of rules $R$, we define $R^{*}$ to be the set of rules of the form $\sim x \leftarrow \sim \operatorname{Im}(s)$ for $x \in \mathcal{F}_{d}$ that has rules in $R$ and $s$ a selection function for $x$. The complementation of $\mathcal{J F}$ is defined as $\left\langle\mathcal{F}, \mathcal{F}_{d}, R \cup R^{*}\right\rangle$.

Since the complementation contains a rule for $\sim x$ for every selection function for $x$, the complementation intuitively contains all possible ways of "blocking" the rules for $x{ }^{6}$
Example 2.3. If $R=\{x \leftarrow a, b ; x \leftarrow c ;\}$, then $R^{*}=\{\sim x \leftarrow \sim a, \sim c ; \sim x \leftarrow \sim b, \sim c\}$.
In summary, a (propositional) logic program $\pi$ corresponds to a justification frame $\mathcal{J F}_{\pi}=\left\langle\mathcal{F}, \mathcal{F}_{d}, R\right\rangle$ such that $\mathcal{F}_{d}$ is the set of positive and negative literals of $\pi$ and $R$ is the set of rules of $\pi$ extended with, first, rules $p \leftarrow \mathbf{f}$ for undefined program atoms $p$ of $\pi$ and, second, the complementation of this rule set. Formally, $R=\pi_{c} \cup \pi_{c}^{*}$ where $\pi_{c}$ is $\pi \cup\{p \leftarrow \mathbf{f} \mid p$ is an undefined program atom in $\pi\}$. Further down, we will see how different semantics of LP arise by the choice of different branch evaluations.

Justifications. The main semantic objects of justification theory are so-called justifications.
Definition 2.4. A directed graph is a pair $(N, E)$ where $N$ is a set of nodes and $E \subseteq N \times N$ is the set of edges. An internal node is a node with outgoing edges. A leaf is a non-internal node.
Definition 2.5. Let $\mathcal{J F}=\left\langle\mathcal{F}, \mathcal{F}_{d}, R\right\rangle$ be a justification frame. A justification $J$ in $\mathcal{J F}$ is a directed graph $(N, E)$ such that every node $n \in N$ occurs on an edge in $E$ and for every internal node $n \in N$, the rule $n \leftarrow\{m \mid(n, m) \in E\}$ is an element of $R$. We say that $J$ justifies $n$ if $n$ is an internal node of $J$.
Remark 2.6. In some papers, a distinction is made between tree-like and graph-like justifications Marynissen et al., 2020). In a tree-like justification, a fact may have many occurrences while in a graph-like justification, it has at most one. Since we restrict attention to the latter, we shall just use the term justification to mean graph-like justifications. Our main result in this paper is an embedding of justification theory into AFT that preserves several semantics. For each of these semantics, graph-like and tree-like justifications have been shown to be equivalent (Marynissen, 2022), hence all our results are valid for tree-like justifications as well.

A justification $J$ can be viewed as a partial function $\mathcal{F}_{d} \rightarrow R$ such that $J(n)$ is the rule $n \leftarrow\{m \mid$ $(n, m) \in E\}$. Its domain $\operatorname{dom}(J)$ is the set of justified facts.

A justification is complete if $\operatorname{dom}(J)=\mathcal{F}_{d}$. A justification is locally complete if it has no leaves in $\mathcal{F}_{d}$. We write $\mathfrak{J}_{\mathcal{J F}}(x)$ to denote the set of locally complete justifications that have an internal node $x$ (and write $\mathfrak{J}(x)$ if $\mathcal{J F}$ is clear from the context.

A justification $J$ with internal fact $x$ is called proper for $x$ if all facts of $J$ are reachable from $x$ in the graph $J$. It is straightforward to show that by reducing a non-proper justification $J$ for $x$ to the set of nodes reachable from $x$, a proper justification of $x$ is obtained, denoted $\left.J\right|_{x}$. If $J$ is locally complete, then so is $\left.J\right|_{x}$. We write $\mathfrak{P} \mathfrak{J}(x)$ to denote the set of proper justifications of $x$.
Example 2.7. Take $\mathcal{F}_{d}=\{x, \sim x, y, \sim y\}, \mathcal{F}_{o}=\{a, \sim a, b, \sim b\} \cup \mathcal{L}$, and $R$ the complementation of

$$
\left\{\begin{array}{l}
x \leftarrow y, a \\
y \leftarrow y, b
\end{array}\right\} .
$$

Then

is a locally complete justification in $\left\langle\mathcal{F}, \mathcal{F}_{d}, R\right\rangle$ since $a$ and $b$ are open facts. It is proper only for $x$.

[^3]Let $\mathcal{J F}$ be a justification frame.
Definition 2.8. A $\mathcal{J F}$-path is a finite or infinite sequence $x_{0} \rightarrow x_{1} \rightarrow \cdots$ of non-zero length, consisting of defined facts potentially ended with an open fact. A $\mathcal{J F}$-path is called a $\mathcal{J F}$-branch if it cannot be extended at its tail, that is, if it is infinite or ending with an open fact. If $\mathbf{b}$ is the branch $x_{0} \rightarrow x_{1} \rightarrow \cdots$, we write $\sim \mathbf{b}$ for $\sim x_{0} \rightarrow \sim x_{1} \rightarrow \cdots$. A tail of a branch $\mathbf{b}$ is a branch $x_{i} \rightarrow x_{i+1} \rightarrow \cdots$ for some $i \geq 0$.

Definition 2.9. For a $\mathcal{J F}$-justification $J$, a $J$-branch $\mathbf{p}$ starting from an internal node $x \in \mathcal{F}_{d}$ is a path through $J$ starting from $x$ that is infinite or ends in a leaf of $J$. We write $B_{J}(x)$ to denote the set of $J$-branches starting from $x$.
$\mathcal{J F}$-branches $\mathbf{b}$ are $\mathcal{J F}$-paths that cannot be extended any further. Similarly, $J$-branches $\mathbf{p}$ are paths through $J$ that cannot be extended any further in $J$. Notice that a $J$-branch that ends in a defined leaf of $J$ is a $\mathcal{J F}$-path, not a $\mathcal{J F}$-branch. However, all $J$-branches of locally complete justifications $J$ are $\mathcal{J F}$-branches. Each $J$-branch starting at internal node $x$ of $J$ is clearly also a $\left.J\right|_{x}$-branch; hence, $B_{J}(x)=B_{\left.J\right|_{x}}(x)$.

Definition 2.10. We say that an infinite branch is positive (respectively negative) if it consists of positive facts (respectively negative facts). An infinite branch is called a eventually positive (respectively negative) if it has a positive (respectively negative) tail. If it is neither eventually positive nor eventually negative, it is called mixed.

Notice that a mixed branch necessarily contains infinitely many positive and infinitely many negative facts.

Intuitively, a justification formally captures a potential answer to the question "Why?".
Why is a fact $x_{0}$ true? Because the facts in the body of a rule $x_{0} \leftarrow A_{0}$ are true. But, why is some fact $x_{1} \in A_{0}$ true? Because the facts in the body of a rule $x_{1} \leftarrow A_{1}$ are true. But why is some fact $x_{2} \in A_{1}$ true? Etc.

A (locally complete) justification collects all answers of this exhaustive, iterated process of posing "why?" questions ${ }^{7}$ A branch $x_{0} \rightarrow x_{1} \rightarrow x_{2} \rightarrow \ldots$ in a justification formalizes a linear sequence " $x_{0}$ because $x_{1}$ because $x_{2}$ because ..." which goes on until the question can be decided. But justifications do not capture how such a process is to be evaluated. E.g., when can we stop? How to evaluate infinite branches? There are many mathematical ways to do this. They are captured in different kinds of branch evaluations.

Branch evaluations. The semantics for justification frames is defined by a branch evaluation.
Definition 2.11. A branch evaluation $\mathcal{B}$ is a mapping that maps any $\mathcal{J F}$-branch to an element of $\mathcal{F}$ for all justification frames $\mathcal{J F}$. A branch evaluation $\mathcal{B}$ respects negation if $\mathcal{B}(\sim \mathbf{b})=\sim \mathcal{B}(\mathbf{b})$ for any branch b. A justification frame $\mathcal{J F}$ together with a branch evaluation $\mathcal{B}$ forms a justification system $\mathcal{J S}$, which is presented as a quadruple $\left\langle\mathcal{F}, \mathcal{F}_{d}, R, \mathcal{B}\right\rangle$.

Some branch evaluations of interest are given below. All of them respect negation.
Definition $2.12\left(\mathcal{B}_{\mathrm{sp}}, \mathcal{B}_{\mathrm{KK}}, \mathcal{B}_{\mathrm{st}}, \mathcal{B}_{\mathrm{wf}}\right)$. The supported branch evaluation $\mathcal{B}_{\mathrm{sp}}$ maps $x_{0} \rightarrow x_{1} \rightarrow \cdots$ to $x_{1}$. The Kripke-Kleene branch evaluation $\mathcal{B}_{\mathrm{KK}}$ maps finite branches to their last element and infinite branches to $\mathbf{u}$.
${ }_{225}$ The well-founded branch evaluation $\mathcal{B}_{\mathrm{wf}}$ maps finite branches to their last element and infinite branches to $\mathbf{t}$ if they have a negative tail, to $\mathbf{f}$ if they have a positive tail and to $\mathbf{u}$ otherwise. The stable branch evaluation $\mathcal{B}_{\text {st }}$ maps a branch $x_{0} \rightarrow x_{1} \rightarrow \cdots$ to the first element that has a different sign than $x_{0}$ if it exists; otherwise $\mathbf{b}$ is mapped to $\mathcal{B}_{\mathrm{wf}}(\mathbf{b})$. I.e., finite branches without sign switch are mapped to their last element; infinite positive branches are mapped to $\mathbf{f}$ and infinite negative branches to $\mathbf{t}$.

[^4]Example 2.13. Consider the following branches:

$$
\begin{aligned}
& \mathbf{b}_{1}: x \rightarrow y \rightarrow a, \\
& \mathbf{b}_{2}: x \rightarrow y \rightarrow \sim z \rightarrow x \rightarrow y \rightarrow \sim z \rightarrow \ldots, \\
& \mathbf{b}_{3}: x \rightarrow y \rightarrow z \rightarrow x \rightarrow y \rightarrow z \rightarrow \ldots
\end{aligned}
$$

In that case, it holds that $\mathcal{B}_{\mathrm{sp}}\left(\mathbf{b}_{1}\right)=\mathcal{B}_{\mathrm{sp}}\left(\mathbf{b}_{2}\right)=\mathcal{B}_{\mathrm{sp}}\left(\mathbf{b}_{3}\right)=y$, since $\mathcal{B}_{\mathrm{sp}}$ maps all branches to their second element. We see that $\mathcal{B}_{\mathrm{KK}}\left(\mathbf{b}_{1}\right)$ is $a$, since $\mathcal{B}_{\mathrm{KK}}$ maps finite branches to their last element, and $\mathcal{B}_{\mathrm{KK}}\left(\mathbf{b}_{2}\right)=$ $\mathcal{B}_{\mathrm{KK}}\left(\mathbf{b}_{3}\right)=\mathbf{u}$. For the well-founded branch evaluation, we see that $\mathcal{B}_{\mathrm{wf}}\left(\mathbf{b}_{1}\right)=a, \mathcal{B}_{\mathrm{wf}}\left(\mathbf{b}_{2}\right)=\mathbf{u}$, and $\mathcal{B}_{\mathrm{wf}}\left(\mathbf{b}_{3}\right)=$ f. The stable branch evaluation agrees with $\mathcal{B}_{\mathrm{wf}}$ on $\mathbf{b}_{1}$ and $\mathbf{b}_{3}$, but not on $\mathbf{b}_{2}$, which contains a sign switch: it holds that $\mathcal{B}_{\mathrm{st}}\left(\mathbf{b}_{2}\right)=\sim z$.
Definition 2.14. A (three-valued) interpretation of $\mathcal{F}$ is a function $\mathcal{I}: \mathcal{F} \rightarrow \mathcal{L}$ such that $\mathcal{I}(\sim x)=\sim \mathcal{I}(x)$ for all $x \in \mathcal{F}$ and $\mathcal{I}(\ell)=\ell$ for all $\ell \in \mathcal{L} . \mathcal{I}(x)$ is called the value of $x$ in $\mathcal{I}$.

Definition 2.15. Let $\mathcal{J S}=\left\langle\mathcal{F}, \mathcal{F}_{d}, R, \mathcal{B}\right\rangle$ be a justification system, $\mathcal{I}$ an interpretation of $\mathcal{F}$, and $J$ a locally complete justification in $\mathcal{J S}$. Let $x \in \mathcal{F}_{d}$ be a node in $J$. The supported value of $x \in \mathcal{F}_{d}$ by $J$ under $\mathcal{I}$ is defined as

$$
\sup _{\mathcal{B}}(x, J, \mathcal{I})=\min _{\mathbf{b} \in B_{J}(x)} \mathcal{I}(\mathcal{B}(\mathbf{b}))
$$

where min is with respect to $\leq_{t}$.
Definition 2.16. The supported value of $x \in \mathcal{F}$ in $\mathcal{J S}$ under $\mathcal{I}$ is defined as

$$
\operatorname{SV}_{\mathcal{J S}}(x, \mathcal{I})=\max _{J \in \mathfrak{J}(x)} \sup _{\mathcal{B}}(x, J, \mathcal{I})
$$

for $x \in \mathcal{F}_{d}$ and $\operatorname{SV}_{\mathcal{J}}(x, \mathcal{I})=\mathcal{I}(x)$ for $x \in \mathcal{F}_{o}$. If $\mathcal{J S}$ consists of $\mathcal{J F}$ and $\mathcal{B}$, and $\mathcal{J F}$ is clear from context, we write $\mathrm{SV}_{\mathcal{B}}$ for $\mathrm{SV}_{\mathcal{J}}$.

Since the branches starting at $x$ in the justifications $J$ and $\left.J\right|_{x}$ are the same, it follows that for all justifications $J \in \mathfrak{J}(x), \sup _{\mathcal{B}}(x, J, \mathcal{I})=\sup _{\mathcal{B}}\left(x,\left.J\right|_{x}, \mathcal{I}\right)$. As a consequence, for determining the supported value of $x$, it suffices to consider only the proper justifications of $x$, that is, the elements of $\mathfrak{P} \mathfrak{J}(x)$.

Models under justification semantics are determined by the supported value under $\mathcal{B}$.
Definition 2.17. Let $\mathcal{J F}$ be a justification frame and $\mathcal{B}$ a branch evaluation. An $\mathcal{F}$-interpretation $\mathcal{I}$ is a $\mathcal{B}$-model of $\mathcal{J F}$ if for all $x \in \mathcal{F}, \mathrm{SV}_{\langle\mathcal{J F}, \mathcal{B}\rangle}(x, \mathcal{I})=\mathcal{I}(x)$.

A $\mathcal{B}_{\mathrm{sp}}, \mathcal{B}_{\mathrm{KK}}, \mathcal{B}_{\mathrm{st}}$, or $\mathcal{B}_{\mathrm{wf}}$-model is called a supported, Kripke-Kleene, stable, or well-founded model.
In a $\mathcal{B}$-model $\mathcal{I}$ of $\mathcal{J F}$, there is a strong consistency property between the supported values of $x$ and $\sim x$ :

$$
\operatorname{SV}_{\mathcal{B}}(\sim x, \mathcal{I})=\mathcal{I}(\sim x)=\sim \mathcal{I}(x)=\sim \operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})
$$

As such, the existence of models imposes a strong condition on justification systems. E.g., a branch evaluation $\mathcal{B}$ mapping all branches to $\mathbf{t}$ cannot have models. E.g., a frame system with $R=\{a \leftarrow \mathbf{t}, \sim a \leftarrow \mathbf{t}\}$ cannot have models under any sensible branch evaluation. In Section 3.3, this consistency is studied in detail and it is shown that complementation is important. In the examples that follow, the rules for negative facts are derivable by complementation, and this is no coincidence.

Example 2.18. Let $\mathcal{F}=\{p, \sim p, q, \sim q\} \cup \mathcal{L}$ and take $R$ to be the following set of rules:

$$
\left\{\begin{array}{ll}
p \leftarrow p & \sim p \leftarrow \sim p, q \\
p \leftarrow \sim q & \\
q \leftarrow q & \sim q \leftarrow \sim q
\end{array}\right\}
$$

Note that the rules for $\sim p$ and $\sim q$ can be obtained through complementation starting from the rules for $p$

Under $\mathcal{B}_{\mathrm{wf}}$, the left justification has a value $\mathbf{f}$ for $p$, while the right justification has a value $\mathbf{t}$ for $p$. This means that $\mathrm{SV}_{\mathcal{B}_{\mathrm{wf}}}(p, \mathcal{I})=\mathbf{t}$ for all interpretations $\mathcal{I}$ of $\mathcal{F}$. The right justification also guarantees that $\mathrm{SV}_{\mathcal{B}_{\mathrm{wf}}}(\sim q, \mathcal{I})=\mathbf{t}$ for all interpretations $\mathcal{I}$, hence the unique $\mathcal{B}_{\mathrm{wf}}$-model is the interpretation mapping $p$ to $\mathbf{t}$ and $q$ to $\mathbf{f}$.

Since the value of a mixed branch is the element at its first sign switch, for any justification of the above and $q$. The only proper locally complete justifications of $p$ are the following:


Example 2.19. Justification theory does not require finiteness of the set of facts, the set of rules, nor of the bodies of rules. To illustrate this, consider the infinite set of rules

$$
\left\{\left.\begin{array}{l|l}
p_{n} \leftarrow p_{n+1} & \\
p_{n} \leftarrow \sim p_{n+1} & n \in \mathbb{N}\} . \\
\sim p_{n} \leftarrow \sim p_{n+1}, p_{n+1}
\end{array} \right\rvert\,\right.
$$

This corresponds to (the complementation of) the logic program used by Fages (1994) to prove his Theorem 3.6. The corresponding logic program $\left\{\ldots p_{n} \leftarrow p_{n+1}, p_{n} \leftarrow \sim p_{n+1}, \ldots\right\}$ is known to have no (exact) stable models. We now show how this can be seen using justifications. To this end, assume that $\mathcal{I}$ is a $\mathcal{B}_{\text {st }}$-model. We claim that

1. If $\mathcal{I}\left(p_{k}\right)=\mathbf{f}$, then $\mathcal{I}\left(p_{k^{\prime}}\right)=\mathbf{t}$ for all $k^{\prime}>k$.
2. If $\mathcal{I}\left(p_{k}\right)=\mathbf{t}$, then $\mathcal{I}\left(p_{k^{\prime}}\right)=\mathbf{f}$ for some $k^{\prime}>k$.

In other words, false atoms $p_{k}$ are followed only by true atoms $p_{k+1}, \ldots$, but any true atom is followed later by a false atom $p_{k^{\prime}}$. This is clearly a contradiction. Thus, these two claims together entail that $\mathcal{I}\left(p_{k}\right)$ must be $\mathbf{u}$ for all $k$. We now prove the claims.

For the first claim (1), assume $\mathcal{I}\left(p_{k}\right)=\mathbf{f}$. Since $\mathcal{I}$ is a $\mathcal{B}_{\text {st }}$-model, $\sim p_{k}$ must be supported by some justification. Each (proper) justification of $\sim p_{k}$ has the structure
 structure to evaluate to true, it must be so that $\mathcal{I}\left(p_{k^{\prime}}\right)=\mathbf{t}$ for all $k^{\prime}>k$.

For the second claim (2), assume $\mathcal{I}\left(p_{k}\right)=\mathbf{t}$. In the $\mathcal{B}_{\text {st }}$-model $\mathcal{I}$, there must be a justification that
supports $p_{k}$. Each proper justification of $p_{k}$ has one of these two forms:


The first justification consists of a single branch with a positive tail. Hence, it evaluates to false and does not support $p_{k}$. For the second justification to be true, it must be so that $\mathcal{I}\left(\sim p_{k^{\prime}+1}\right)=\mathbf{t}$, i.e., that $\mathcal{I}\left(p_{k^{\prime}+1}\right)=\mathbf{f}$. Hence, we indeed find that for some $k^{\prime} \geq k$ that $\mathcal{I}\left(p_{k^{\prime}+1}\right)=\mathbf{f}$, which confirms the second claim.

### 2.1. Classes of Branch Evaluations

In this paper, we will prove properties of several classes of branch evaluations, such as splittable or taildetermined branch evaluations (as introduced by Marynissen et al. (2018)); their definitions are included next.

The length $\ell(\mathbf{b})$ of a branch $\mathbf{b}$ is defined in the following natural way: for a finite branch $\mathbf{b}: x_{0} \rightarrow x_{1} \rightarrow$ $\cdots \rightarrow x_{n}, \ell(\mathbf{b})=n$. If $\mathbf{b}$ is infinite, we say $\ell(\mathbf{b})=\infty$. Two branches $x_{0} \rightarrow x_{1} \rightarrow \cdots$ and $y_{0} \rightarrow y_{1} \rightarrow \cdots$ are identical up to $n$ if for all $0 \leq i \leq n$, we have $x_{i}=y_{i}$. We say a $\mathcal{J F}$-branch $\mathbf{b}: x_{0} \rightarrow x_{1} \rightarrow \cdots$ is head-determined ${ }^{8}$ under $\mathcal{B}$ at some integer $n$ with $0<n<\ell(\mathbf{b})+1$ if for every $\mathcal{J F}$-branch $\mathbf{b}^{\prime}$ identical to $\mathbf{b}$ up to $n$, we have $\mathcal{B}(\mathbf{b})=\mathcal{B}\left(\mathbf{b}^{\prime}\right)$. This means that to determine the value of $\mathbf{b}$ under $\mathcal{B}$, we only need the first $n+1$ elements, so all relevant information is located at the beginning of the branch. On the other hand, we define $\mathbf{b}$ to be tail-determined under $\mathcal{B}$ at $0 \leq n<\ell(\mathbf{b})$ if

$$
\mathcal{B}(\mathbf{b})=\mathcal{B}\left(x_{n} \rightarrow x_{n+1} \rightarrow \cdots\right) .
$$

Intuitively, a branch is tail-determined if all information needed to evaluate it is located in the tail starting with the $n^{\text {th }}$ element. A branch $\mathbf{b}$ is called splittable under $\mathcal{B}$ at $0 \leq n<\ell(\mathbf{b})+1$ if it is either headdetermined or tail-determined under $\mathcal{B}$ at $n$. Intuitively, if a branch is splittable at $n$, then the information to evaluate the branch is either in its tail or in its head, but not in a combination of both. If $\mathcal{B}$ is clear from context, 'under $\mathcal{B}$ ' is left out.

A branch $\mathbf{b}$ is called first head-determined at $n$ if $n$ is the smallest position on $\mathbf{b}$ such that $\mathbf{b}$ is headdetermined at $n$.

We say that a branch $\mathbf{b}$ is totally head-determined if it is head-determined at $i$ for every $0<i<\ell(\mathbf{b})+1$. Similarly, $\mathbf{b}$ is totally tail-determined if it is tail-determined at $i$ for every $0 \leq i<\ell(\mathbf{b})$. A branch $\mathbf{b}$ is totally splittable if it is splittable at $i$ for every $0 \leq i<\ell(\mathbf{b})+1$.
Definition 2.20. A branch evaluation $\mathcal{B}$ is called

- splittable if every $\mathcal{J F}$-branch is totally splittable;
- tail-determined if every $\mathcal{J F}$-branch is totally tail-determined;

[^5]for every justification frame $\mathcal{J F}$.
Clearly, all tail-determined or head-determined branch evaluations are splittable.
Proposition 2.21. $\mathcal{B}_{\mathrm{sp}}, \mathcal{B}_{\mathrm{KK}}, \mathcal{B}_{\mathrm{st}}$, and $\mathcal{B}_{\mathrm{wf}}$ are splittable.
Proof. $\mathcal{B}_{\text {sp }}$ is totally head-determined on all branches, and thus is splittable.
$\mathcal{B}_{\mathrm{KK}}$ is splittable because it is tail-determined.
$\mathcal{B}_{\text {st }}$ is totally tail-determined on positive branches and negative branches. Take a branch
$$
\mathbf{b}: x_{0} \rightarrow x_{1} \rightarrow \cdots
$$
with a first sign switch at $i$. It is straighforward that $\mathbf{b}$ is head-determined at $j \geq i$ and tail-determined at $j<i$. This proves that $\mathbf{b}$ is totally splittable; hence $\mathcal{B}_{\mathrm{st}}$ is splittable.
$\mathcal{B}_{\mathrm{wf}}$ is splittable because it is tail-determined.

## 3. Fundamental Results in Justification Theory

In this section, we prove some results about JT that will be needed for developing our theory later on. These results resolve several issues that were left open in prior work, but turn out to be crucial for studying the relationship with AFT.

### 3.1. Analysis of Splittable Branch Evaluations

This section offers novel results to analyze and simplify the concepts of tail-determined and headdetermined branches, arriving at an alternative, simplified and more insightful definition of splittable branch evaluations.

To start this analysis, we rephrase the concept "head-determined" in terms of paths rather than positions of branches. We observe that a branch $\mathbf{b}$ is head-determined at position $i$ if and only if all branches with initial segment $x_{0} \rightarrow \ldots \rightarrow x_{i}$ have the same value as $\mathbf{b}$ under $\mathcal{B}$. This motivates the following definition:

Definition 3.1. A $\mathcal{J F}$-path $\mathbf{p}$ is decided under $\mathcal{B}$ if all $\mathcal{J F}$-branches with initial segment $\mathbf{p}$ have the same value under $\mathcal{B}$. We extend the domain of $\mathcal{B}$ to the set of all decided $\mathcal{J F}$-paths $\mathbf{p}$ by defining $\mathcal{B}(\mathbf{p})=\mathcal{B}(\mathbf{b})$ for some branch $\mathbf{b}$ extending $\mathbf{p}$ (the choice of $\mathbf{b}$ does not matter).

In the sequel we will drop the prefix $\mathcal{J F}$ and talk about paths and branches whenever $\mathcal{J F}$ is clear from context. We say that a path $\mathbf{p}^{\prime}$ extends a path $\mathbf{p}$ if $\mathbf{p}$ is an initial segment of $\mathbf{p}^{\prime}$. According to this definition, a path extends itself.

Example 3.2. Under the stable branch evaluation, the path

$$
x \rightarrow y \rightarrow \sim z \rightarrow u
$$

is decided (that is, assuming $x, y, z, u \in \mathcal{F}_{+}$): for any branch $\mathbf{b}$ that extends this path, $\mathcal{B}_{\text {st }}(\mathbf{b})=\sim z$.
For a finite path $\mathbf{p}=x_{0} \rightarrow \ldots \rightarrow x_{n}$ and a path $\mathbf{p}^{\prime}=x_{n} \rightarrow \ldots$, we define the concatenation $\mathbf{p} \circ \mathbf{p}^{\prime}$ as the path with initial segment $\mathbf{p}$ and tail $\mathbf{p}^{\prime}$ starting at position $n$. Notice that concatenation of paths and branches always produces branches.

Clearly, a branch $\mathbf{b}$ is head-determined at $i>0$ if and only if its initial segment $x_{0} \rightarrow \ldots \rightarrow x_{i}$ is decided. Also, every branch, finite or infinite, is an initial segment of itself and is its only extension. Therefore, every branch is decided.

A next observation is that if branch $\mathbf{b}$ is head-determined at position $i$ then also at every position $j>i$ of $\mathbf{b}$. Stated in terms of paths, if path $\mathbf{p}$ is decided, then each path $\mathbf{p}^{\prime}$ that extends $\mathbf{p}$ is decided. Indeed, every branch that extends $\mathbf{p}^{\prime}$ also extends $\mathbf{p}$ and has the same value as every branch extending $\mathbf{p}$.

Proposition 3.3. If a path $\mathbf{p}$ is decided under $\mathcal{B}$, then every extension $\mathbf{p}^{\prime}$ of $\mathbf{p}$ is decided and $\mathcal{B}\left(\mathbf{p}^{\prime}\right)=\mathcal{B}(\mathbf{p})$.
An interesting class of decided paths are the least ones: those that do not strictly extend other decided paths. We call them core paths. Each decided path p extends a unique core path. Mathematically speaking, this follows from the fact that the set of decided paths extended by $\mathbf{p}$ is a well-order under the "is extended by" relation and every well-order has a least element ${ }^{9}$ Proposition 3.3 guarantees that all paths and branches that extend a core path $\mathbf{p}$ are decided and have value $\mathcal{B}(\mathbf{p})$.

Definition 3.4. A path $\mathbf{p}$ is a core path under $\mathcal{B}$ if it is decided under $\mathcal{B}$ and it has no strictly smaller initial segment that is decided under $\mathcal{B}$. The core path of a path $\mathbf{p}$ is the least initial segment of $\mathbf{p}$ that is core, if such segment exists. It is denoted $\operatorname{core}_{\mathcal{B}}(\mathbf{p})$.

Example 3.5. Assume $p, q, r \in \mathcal{F}_{+}$and consider the (infinite) branch

$$
r \rightarrow p \rightarrow \sim q \rightarrow p \rightarrow \sim q \rightarrow p \rightarrow \sim q \rightarrow \ldots
$$

Under $\mathcal{B}_{\text {st }}$, its core is the segment $r \rightarrow p \rightarrow \sim q$ since any branch that starts with $r \rightarrow p \rightarrow \sim q$ will be mapped to $\sim q$. Under $\mathcal{B}_{\mathrm{sp}}$, its core is the segment $r \rightarrow p$ since any branch that starts with $r \rightarrow p$ will be mapped to $p$. Under $\mathcal{B}_{\mathrm{wf}}$ and $\mathcal{B}_{\mathrm{KK}}$, this branch is its own core path.

The following proposition collects the properties of core paths observed above.
Proposition 3.6. A path $\mathbf{p}$ has a core core $\mathcal{B}_{\mathcal{B}}(\mathbf{p})$ if and only if $\mathbf{p}$ is decided. All paths and branches extending a core path $\mathbf{p}$ are decided, have the same value as $\mathbf{p}$, and the least decided path that they extend is $\mathbf{p}$.

Proof. Straightforward.
These properties are relevant for totally splittable branches $\mathbf{b}$, those branches that are head-determined or tail-determined at each position, as shown in the following theorem.

Theorem 3.7. Let $\mathcal{B}$ be an arbitrary branch evaluation. If a totally splittable branch $\mathbf{b}=x_{0} \rightarrow \ldots$ is head-determined at some position, then there exists a $j>0$ such that $\mathbf{b}$ is tail-determined at all positions $k<j$ and head-determined at all positions $k \geq j$. In this case, $x_{0} \rightarrow \ldots \rightarrow x_{j}$ is the core of $\mathbf{b}$. Alternatively, if $\mathbf{b}$ has no head-determined positions, $\mathcal{B}$ is tail-determined at every position.

Proof. Straightforward.
Based on this theorem, we obtain a novel characterisation of splittable branch evaluations.
Theorem 3.8. $\mathcal{B}$ is splittable if and only if for every core path $\mathbf{p}$, for every path $\mathbf{p}^{\prime}$ that is a tail segment of $\mathbf{p}$, it holds that $\mathbf{p}^{\prime}$ is decided and $\mathcal{B}\left(\mathbf{p}^{\prime}\right)=\mathcal{B}(\mathbf{p})$.

Proof. First assume the condition in the theorem is satisfied; we show that $\mathcal{B}$ is splittable. Take any branch $\mathbf{b}$. Every branch is decided; therefore, $\mathbf{b}$ is decided and by Proposition 3.6 it is has a core and and $\mathbf{b}$ is head-determined at each position $i \geq \ell\left(\operatorname{core}_{\mathcal{B}}(\mathbf{b})\right)$. The condition in the theorem now guarantees that $\mathbf{b}$ is tail-determined at each position $i<\ell\left(\operatorname{core}_{\mathcal{B}}(\mathbf{b})\right)$ Thus, $\mathbf{b}$ is totally splittable. Since $\mathbf{b}$ was arbitrary, $\mathcal{B}$ is splittable indeed.

Now, assume $\mathcal{B}$ is splittable. Take an arbitrary core path $\mathbf{p}=x_{0} \rightarrow \ldots \rightarrow x_{k} \rightarrow \ldots$ and an arbitrary tail path $\mathbf{p}^{\prime}=x_{k} \rightarrow \ldots$ of $\mathbf{p}$. We need to show that $\mathbf{p}^{\prime}$ is decided and $\mathcal{B}\left(\mathbf{p}^{\prime}\right)=\mathcal{B}(\mathbf{p})$. To prove this, it suffices to show that each branch $\mathbf{b}^{\prime}$ extending $\mathbf{p}^{\prime}$ has value $\mathcal{B}(\mathbf{p})$.

Take an arbitrary branch $\mathbf{b}^{\prime}$ extending $\mathbf{p}^{\prime}$. Its concatenation $\mathbf{b}=\left(x_{0} \rightarrow \ldots \rightarrow x_{k}\right) \circ \mathbf{b}^{\prime}$ is a branch and is totally splittable. This branch extends $\mathbf{p}$, therefore $\mathcal{B}(\mathbf{b})=\mathcal{B}(\mathbf{p})$ (Proposition 3.3). Moreover, $\mathbf{b}$ is tail-determined at $x_{k}$ (Theorem 3.7), hence $\mathcal{B}\left(\mathbf{b}^{\prime}\right)=\mathcal{B}(\mathbf{b})$. Together, it follows that $\mathcal{B}\left(\mathbf{b}^{\prime}\right)=\mathcal{B}(\mathbf{p})$.

[^6]Proposition 2.21 guarantees that $\mathcal{B}_{\mathrm{sp}}, \mathcal{B}_{\mathrm{KK}}, \mathcal{B}_{\mathrm{st}}$ and $\mathcal{B}_{\mathrm{wf}}$ are splittable. The core paths of $\mathcal{B}_{\mathrm{sp}}$ are paths $x_{0} \rightarrow x_{1}$, those of $\mathcal{B}_{\mathrm{KK}}$ and $\mathcal{B}_{\mathrm{wf}}$ are the branches, and those of $\mathcal{B}_{\text {st }}$ are positive and negative branches, and paths of positive defined facts ending in a negative defined fact, and paths of negative facts ending in a positive defined fact.

The condition in Theorem 3.8 is a strong condition, but it has a natural explanation. A branch $x_{0} \rightarrow$ $x_{1} \rightarrow x_{2} \rightarrow \ldots$ formalizes a linear sequence " $x_{0}$ because $x_{1}$ because $x_{2}$ because $\ldots$ " which goes on until the question can be decided. By its nature, such a "Why? Therefore!" sequence for $x_{0}$ comprises a sequence of the same nature for $x_{1}$, and then for $x_{2}$, etc., and the value of one is the value of the next. This motivates the constraint $\mathcal{B}(\mathbf{p})=\mathcal{B}\left(\mathbf{p}^{\prime}\right)$ for all tails $\mathbf{p}^{\prime}$ of core paths $\mathbf{p}$.

This explanation also suggests several other potentially interesting properties for branch evaluations. E.g., some branch evaluations go "all the way" with "why?" questions and do not stop asking "why?" in the middle of a branch. These are the tail-determined branch evaluations such as $\mathcal{B}_{\mathrm{KK}}$ and $\mathcal{B}_{\mathrm{wf}}$. Also, the process of asking "why?" has to end when an open fact $o$ is reached, since such a fact is not explained by the justification frame. In this case, the natural answer for "why?" seems to be o itself. Thus, a natural property for a branch evaluation is that for a core path ending in an open fact $o$, the evaluation is $o$. This property is satisfied by all of $\mathcal{B}_{\mathrm{sp}}, \mathcal{B}_{\mathrm{KK}}, \mathcal{B}_{\mathrm{st}}$ and $\mathcal{B}_{\mathrm{wf}}$.

The tail-determined branch evaluations $\mathcal{B}_{\mathrm{KK}}$ and $\mathcal{B}_{\mathrm{wf}}$ differ in the way they evaluate positive, respectively negative loops, $\mathcal{B}_{\mathrm{KK}}$ mapping them to $\mathbf{u}, \mathcal{B}_{\mathrm{wf}}$ to $\mathbf{f}$, respectively $\mathbf{t}$. An intuitive explanation is as follows. According to $\mathcal{B}_{\mathrm{KK}}$, a fact $x$ or $\sim x$ can be justified to be true only if it has an argument from the ground asymmetric vision on positive and negative facts. The default state of a positive fact is to be false; hence that of a negative fact is to be true. For a positive fact to be true, a constructive argument must exist. Infinite positive branches are not constructive and cannot be part of a good argument. Hence, any branch with a positive tail is evaluated to $\mathbf{f}$. On the other hand, a negative fact $\sim x$ can be false by default and does not need a constructive argument. To be true, it suffices that there is no constructive argument for $x$. A negative branch $\sim x \rightarrow \sim x_{1} \rightarrow \sim x_{2} \rightarrow \ldots$ should be read as: there is no cause for $x$ because there is no cause for $x_{1}$ because there is no cause for $x_{2}$ because ... Such an infinite branch correctly reflects the absence of a constructive argument or cause for $x$ and is given value $\mathbf{t}$.

We explore the properties of the concatenation operator $\circ$ on core paths.
${ }_{415}$ Proposition 3.9. Assume $\mathcal{B}$ is splittable. Let $\mathbf{p}=x_{0} \rightarrow \ldots \rightarrow x_{k}, \mathbf{p}^{\prime}=x_{k} \rightarrow \ldots$ be paths such that $\mathbf{p}$ is not decided and $\mathbf{p}^{\prime}$ is core. Then $\mathbf{p} \circ \mathbf{p}^{\prime}$ is core and $\mathcal{B}\left(\mathbf{p} \circ \mathbf{p}^{\prime}\right)=\mathcal{B}\left(\mathbf{p}^{\prime}\right)$.

Proof. Take an arbitrary branch $\mathbf{b}$ extending $\mathbf{p} \circ \mathbf{p}^{\prime}$. We need to prove: (1) $\mathcal{B}(\mathbf{b})=\mathcal{B}\left(\mathbf{p}^{\prime}\right)$, and (2) all decided paths extended by $\mathbf{b}$ extend $\mathbf{p} \circ \mathbf{p}^{\prime}$. Indeed, since the choice of $\mathbf{b}$ is arbitrary, we obtain from (1) that $\mathbf{p} \circ \mathbf{p}^{\prime}$ is decided and from (2) that $\mathbf{p} \circ \mathbf{p}^{\prime}$ does not extend a strictly smaller path that is decided.

The core path $\mathbf{p}_{\mathbf{b}}$ of $\mathbf{b}$ strictly extends $x_{0} \rightarrow \ldots \rightarrow x_{k}$ since the latter is not decided and neither is any of its initial segments. It holds that $\mathcal{B}(\mathbf{b})=\mathcal{B}\left(\mathbf{p}_{\mathbf{b}}\right)$.

Since $\mathcal{B}$ is splittable, Theorem 3.8 guarantees that the tail path $\mathbf{p}_{\mathbf{b}}^{k}=x_{k} \rightarrow \ldots$ of $\mathbf{p}_{\mathbf{b}}$ starting at $x_{k}$ is decided and $\mathcal{B}\left(\mathbf{p}_{\mathbf{b}}\right)=\mathcal{B}\left(\mathbf{p}_{\mathbf{b}}^{k}\right)$. Let $\mathbf{b}^{k}$ be the tail of $\mathbf{b}$ starting from position $k$. Both $\mathbf{p}^{\prime}$ and $\mathbf{p}_{\mathbf{b}}^{k}$ are decided initial paths of $\mathbf{b}^{k}$. Since $\mathbf{p}^{\prime}$ is core, $\mathbf{p}_{\mathbf{b}}^{k}$ extends $\mathbf{p}^{\prime}$ and $\mathcal{B}\left(\mathbf{p}_{\mathbf{b}}^{k}\right)=\mathcal{B}\left(\mathbf{p}^{\prime}\right)$. Combining all equalities, we obtain (1) $\mathcal{B}(\mathbf{b})=\mathcal{B}\left(\mathbf{p}_{\mathbf{b}}\right)=\mathcal{B}\left(\mathbf{p}_{\mathbf{b}}^{k}\right)=\mathcal{B}\left(\mathbf{p}^{\prime}\right)$. Moreover, since every decided initial path of $\mathbf{b}$ extends $\mathbf{p}_{\mathbf{b}}$ which extends $\mathbf{p} \circ \mathbf{p}^{\prime}$, we also proved (2).

Theorem 3.8 guarantees that the tail path of a core path is decided. The next proposition shows that, stronger, such a tail is core as well.

Proposition 3.10. Let $\mathcal{B}$ be splittable. If $\mathbf{p}$ is core and $\mathbf{p}^{\prime}$ is a tail path of $\mathbf{p}$, then $\mathbf{p}^{\prime}$ is core.
Proof. Let $\mathbf{p}^{\prime}$ be the tail of $\mathbf{p}$ starting at position $k \geq 1$. Theorem 3.8 guarantees that $\mathbf{p}^{\prime}$ is decided. Assume that $\mathbf{p}^{\prime}$ extends a strictly smaller core path $\mathbf{p}^{\prime \prime}$. Then by Proposition $3.9,\left(x_{0} \rightarrow \ldots \rightarrow x_{k}\right) \circ \mathbf{p}^{\prime \prime}$ is a core path strictly extended by p. This yields a contradiction.

In summary, a tail of a core path is core, and vice versa, the concatenation of a non-decided path and a core path is a core path.

The notions of decided and core paths suggest to define a special class of partial justifications that are not locally complete but do contain enough information to be evaluated.

Definition 3.11. Let $\mathcal{B}$ be splittable. A justification $J$ is decided (under $\mathcal{B}$ ) if every $J$-branch $\mathbf{p}$ is decided. A justification $J$ is decided in $x$ (under $\mathcal{B}$ ) if $x$ is justified in $J$ and every $\mathbf{p} \in B_{J}(x)$ is decided.

Decided justifications contain enough information to evaluate all their branches, and hence to derive the supported value of their justified facts. This allows us to extending the definition of supported value to decided justifications.

Definition 3.12. For each justified node $x$ of a decided justification $J$, for each interpretation $\mathcal{I}$, we define

$$
\sup _{\mathcal{B}}(x, J, \mathcal{I})=\min _{\mathbf{p} \in B_{J}(x)} \mathcal{I}\left(\mathcal{B}\left(\operatorname{core}_{\mathcal{B}}(\mathbf{p})\right)\right)
$$

where min is with respect to $\leq_{t}$.
The following proposition shows that this extension is safe: the supported value of a justified fact in a decided justification equals the support in any justification that extends it.

Proposition 3.13. For each justified node $x$ of a decided justification $J$, for each locally complete extension $K$ of $J$, for each interpretation $\mathcal{I}$, it holds that $\sup _{\mathcal{B}}(x, K, \mathcal{I})=\sup _{\mathcal{B}}(x, J, \mathcal{I})$.

Proof. Each branch $\mathbf{b}$ in $K$ starting at $x$ extends a core path $\mathbf{p}$ present in $J$. It holds that $\mathcal{B}(\mathbf{p})=\mathcal{B}(\mathbf{b})$, and hence that $\mathcal{I}(\mathcal{B}(\mathbf{b}))=\mathcal{I}(\mathcal{B}(\mathbf{p}))$.

Proposition 3.14. A locally complete justification $J$ is decided.
Proof. Every $J$-branch is a $\mathcal{J F}$-branch, which is trivially decided.
Definition 3.15. Let $\mathcal{B}$ be splittable. For every locally complete $\mathcal{J F}$-justification $J$ justifying $x \in \mathcal{F}_{d}$, we define the core of $J$ for $x$ (under $\mathcal{B}$ ), denoted $\operatorname{core}_{\mathcal{B}}(x, J)$, as the graph obtained from $J$ by restricting its nodes and its edges to those that occur on core paths from $x$ in $J$.

The sets of nodes and of edges on core paths in $J$ are well-defined, therefore $\operatorname{core}_{\mathcal{B}}(x, J)$ is a well-defined graph that exists and is unique. But is it a justification? Yes, as shown in the next proposition.

Proposition 3.16. For every locally complete $\mathcal{J F}$-justification $J$ justifying $x \in \mathcal{F}_{d}, J^{\prime}=\operatorname{core}_{\mathcal{B}}(x, J)$ is a proper, decided justification of $x$.

Proof. By definition, $\operatorname{core}_{\mathcal{B}}(x, J)$, contains only nodes on (core) paths reachable from $x$, so $J^{\prime}$ is proper.
If $y \rightarrow z$ is an edge of $J^{\prime}$, it occurs on a core path $\mathbf{p}=x \rightarrow \ldots$. There is a rule $y \leftarrow B$ in $\mathcal{J F}$ such that $B$ is the set of children of $y$ in $J$. Since the initial segment $x \rightarrow \ldots \rightarrow y$ is not core, it follows that all edges $y \rightarrow u$ in $J$ occur on a core path from $x$ and belong to $J^{\prime}$. Hence, $B$ is also the set of children of $y$ in $J^{\prime}$. It follows that $J^{\prime}$ is a justification.

Take any $J^{\prime}$-branch $\mathbf{p}^{\prime}$, take its first edge $y \rightarrow z$. There is a core path $x \rightarrow \ldots \rightarrow y \rightarrow z \rightarrow \ldots$ in $J$ and in $J^{\prime}$, and its initial segment $\mathbf{p}_{y}=x \rightarrow \ldots \rightarrow y$ is non-decided. Then $\mathbf{p}=\mathbf{p}_{y} \circ \mathbf{p}^{\prime}$ is also a path of $J$ and there is a branch $\mathbf{b}$ in $J$ that extends $\mathbf{p}$. This branch has a core path which extends $\mathbf{p}_{y}$ and all its edges belong to $J^{\prime}$. Its tail $y \rightarrow \ldots$ is also core. Since $\mathbf{p}^{\prime}$ is maximally long in $J^{\prime}, \mathbf{p}^{\prime}$ extends this core path starting at $y$, hence $\mathbf{p}^{\prime}$ is decided.

Definition 3.17. We call a justification $J$ a core justification of $x$ if all its nodes and edges lie on core paths from $x$ in $J$.

It follows that $J$ is a core justification of $x$ if and only if $J=\operatorname{core}_{\mathcal{B}}(x, J)$. The core justifications of $x$ are the minimal justifications that allow to assign a supported value to $x$ in every interpretation. Every locally complete justification for $x$ extends such a core justification. As such, one could say that core justifications are the building blocks of justifications.
${ }_{475}$ Proposition 3.18. Let $\mathcal{B}$ be a splittable branch evaluation, $K$ a core justification for $x$ and $\mathcal{I}$ an interpretation. For each $y$ justified by $K$, it holds that $\sup _{\mathcal{B}}(x, K, \mathcal{I}) \leq_{t} \sup _{\mathcal{B}}(y, K, \mathcal{I})$.

Proof. Since $K$ is decided, every $K$-branch from $y$ has a core. Every core path $\mathbf{p}^{\prime}$ of $y$ in $K$ is a tail path of a core path $\mathbf{p}$ of $x$ in $K$. Since $\mathcal{B}$ is splittable, $\mathcal{B}\left(\mathbf{p}^{\prime}\right)$ and $\mathcal{B}(\mathbf{p})$ are equal. As such the set of values $\mathcal{B}(\mathbf{p})$ of core paths $\mathbf{p}$ from $y$ in $K$ is a subset of the set of such values of core paths from $x$ in $K$. The proposition now easily follows.

The core justifications of $x$ according to $\mathcal{B}_{\text {sp }}$ are the justifications of depth 1 , corresponding to rules $x \leftarrow A$. The core justifications under $\mathcal{B}_{\mathrm{KK}}$ and $\mathcal{B}_{\mathrm{wf}}$ are proper locally complete justifications of $x$. The core justifications of $x$ according to $\mathcal{B}_{\text {st }}$ are justifications where all justified facts have the same sign as $x$ and all branches are infinite or end in an open fact or in a fact of the opposite sign.

Proposition 3.20. Assume $\mathcal{B}$ is splittable. For each interpretation $\mathcal{I}$, for each defined fact $x$, there exists a core justification $J_{\mathcal{I}}^{x}$ of $x$ that offers best support for $x$ in $\mathcal{I}$.

Proof. There exists a locally complete justification $J$ such that $\operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})=\sup _{\mathcal{B}}(x, J, \mathcal{I})$. We can define $J_{\mathcal{I}}^{x}=\operatorname{core}_{\mathcal{B}}(x, J)$ since Proposition 3.13 guarantees that $\sup _{\mathcal{B}}(x, J, \mathcal{I})=\sup _{\mathcal{B}}\left(x, J_{\mathcal{I}}^{x}, \mathcal{I}\right)$.

### 3.2. Constructing Complete Justifications

As shown in Proposition 3.20 , for every interpretation $\mathcal{I}$ and defined fact $x$ there exists a core justification $J_{\mathcal{I}}^{x}$ of $x$ that explains the supported value of $x$ in $\mathcal{I}$, i.e., $\sup _{\mathcal{B}}\left(x, J_{\mathcal{I}}^{x}, \mathcal{I}\right)=\mathrm{SV}_{\mathcal{B}}(x, \mathcal{I})$. In this section, we investigate how to paste together such core justifications in one justification $J_{\mathcal{I}}$ that offers best support for all facts $x \in \mathcal{F}_{d}$ in $\mathcal{I}$. Such justifications will prove to be of tremendous use in the rest of the paper. for every $x \in \mathcal{F}_{d}, J$ offers best support in $\mathcal{I}: \sup _{\mathcal{B}}(x, J, \mathcal{I})=\operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})$.

The first step towards the construction of $J_{\mathcal{I}}$ is to define the operator to paste justifications together. We have defined a justification $J$ as a graph $\langle N, E\rangle$. Recall that a justification $J$ can also be viewed as a partial function from $\mathcal{F}_{d}$ to $R$ with domain $\operatorname{dom}(J)$ the set of justified facts. The definition below uses the latter view.

Definition 3.22. For any two justifications $J$ and $K$, we define $J \uparrow K$ as the unique justification with domain $\operatorname{dom}(J) \cup \operatorname{dom}(K)$ that extends $J$ and coincides with $K$ on $\operatorname{dom}(K) \backslash \operatorname{dom}(J)$.

Clearly, $J \uparrow K$ is an extension of $J$ but it is only an extension of $K$ in case the domains of $J$ and $K$ are disjoint. The following proposition shows that the pasting operation maps decided justifications to a decided one. Also, to some extent, the operation preserves the support value for justified facts.

Proposition 3.23. Let $J, K$ be decided justifications. The following claims hold.
(a) $J \uparrow K$ is a decided justification.
(b) For every interpretation $\mathcal{I}$, for every $x \in \operatorname{dom}(J)$, it holds that $\sup _{\mathcal{B}}(x, J, \mathcal{I})=\sup _{\mathcal{B}}(x, J \uparrow K, \mathcal{I})$.
(c) For every $\nu \in\{\mathbf{t}, \mathbf{u}, \mathbf{f}\}$, if $\sup _{\mathcal{B}}(x, J, \mathcal{I}) \geq \nu$ for every $x \in \operatorname{dom}(J)$, and $\sup _{\mathcal{B}}(y, K, \mathcal{I}) \geq \nu$ for every $y \in \operatorname{dom}(K)$, then for every justified $z$ of $J \uparrow K$, it satisfies $\sup _{\mathcal{B}}(z, J \uparrow K, \mathcal{I}) \geq \nu$.

Proof. (a) By construction, $L=J \uparrow K$ is a justification which justifies exactly the nodes $z \in \operatorname{dom}(J) \cup$ $\operatorname{dom}(K)$. We need to prove that for any such $z$, each $L$-branch $\mathbf{p}=z \rightarrow \ldots$ extends a core path. First, assume $z \in \operatorname{dom}(J)$. In that case, $\mathbf{p}$ is or extends a $J$-branch, which in turn extends a core path. Second, assume $z \in \operatorname{dom}(K)$. There are two possibilities for $\mathbf{p}$. The first is that $\mathbf{p}$ extends a decided path $\mathbf{p}^{\prime}$ in $K$ which in turn extends a core path. The second is that $\mathbf{p}$ has an undecided initial path $\mathbf{p}_{K}:=z \rightarrow \ldots \rightarrow u$ in $K$ and then crosses into $J$ at $u$. We can write $\mathbf{p}$ as $\mathbf{p}_{K} \circ \mathbf{p}_{u}$. Now, $\mathbf{p}_{u}$ extends a $J$-branch from $u$, which extends a core path $\mathbf{p}_{u}^{\prime}$ from $u$. It follows from Proposition 3.9 that $\mathbf{p}_{K} \circ \mathbf{p}_{u}^{\prime}$ is a core of $\mathbf{p}$. Thus, all $L$-branches extend some core path. It follows that $L$ is decided. This finishes (a).
(b) follows from the fact that concatenation preserves all edges and core paths of $J$.

To show (c), we observe that every core path $\mathbf{p}$ in $J$ and $K$ has $\mathcal{I}(\mathcal{B}(\mathbf{p})) \geq \nu$. Furthermore, each core path in $L$ is either a core of $J$ or of $K$ or it is a core path composed from an undecided initial segment in $K$ and a core tail in $L$. Thus, all core paths $\mathbf{p}$ of $L$ have $\mathcal{I}(\mathcal{B}(\mathbf{p})) \geq \nu$. (c) follows immediately.

We now prove a main theorem of this section.
Theorem 3.24. Let $\mathcal{J S}$ be justification system with splittable $\mathcal{B}$; let $\mathcal{I}$ be an interpretation. There exists a complete support justification $J_{\mathcal{I}}$ for $\mathcal{I}$. That is, for every $x \in \mathcal{F}_{d}: \sup _{\mathcal{B}}\left(x, J_{\mathcal{I}}, \mathcal{I}\right)=\operatorname{SV}_{\mathcal{J S}}(x, \mathcal{I})$.

Proof. We select for each $x \in \mathcal{F}_{d}$ a core justification $J_{\mathcal{I}}^{x}$ that provides best support for $x$ in $\mathcal{I}$ (that is, $\left.\sup _{\mathcal{B}}\left(x, J_{\mathcal{I}}^{x}, \mathcal{I}\right)=\operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})\right)$. By Proposition 3.20 such core justifications exist. To obtain $J_{\mathcal{I}}$, we paste all these justifications together in the way described next.

For each truth value $\nu \in\{\mathbf{t}, \mathbf{u}, \mathbf{f}\}$, by the well-ordering theorem ${ }^{10}$ there exists a (possibly transfinite) sequence that contains all facts $x$ with $\mathrm{SV}_{\mathcal{B}}(x, \mathcal{I})=\nu$. By composing these three sequences, we obtain a (possibly transfinite) sequence $\left\langle x_{\alpha}\right\rangle_{\alpha \geq 0}$ that contains every defined fact and in which the supported value of facts $x_{\alpha}$ in $\mathcal{I}$ decreases: if $\alpha \leq \beta$ then $\operatorname{SV}_{\mathcal{B}}\left(x_{\alpha}, \mathcal{I}\right) \geq_{t} \operatorname{SV}_{\mathcal{B}}\left(x_{\beta}, \mathcal{I}\right)$.

We construct the following sequence of justifications $\left\langle J_{\alpha}\right\rangle_{\alpha \geq 0}$, defined by transfinite induction:

1. $J_{0}$ is the empty justification.
2. $J_{\alpha+1}=J_{\alpha} \uparrow J_{\mathcal{I}}^{x_{\alpha}}$.
3. $J_{\lambda}=\cup_{\alpha<\lambda} J_{\alpha}$ for limit ordinal $\lambda$.

For each $\alpha$ in this sequence, we prove the following properties:
(a) $J_{\alpha}$ is a decided justification justifying at least all $x_{\beta}, \beta<\alpha$.
(b) $J_{\alpha}$ offers best support for all $x \in \operatorname{dom}\left(J_{\alpha}\right)$ in $\mathcal{I}: \sup _{\mathcal{B}}\left(x, J_{\alpha}, \mathcal{I}\right)=\operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})$.

The proof is by transfinite induction.
For the base case $0, J_{0}$ trivially satisfies (a) and (b).
For the successor case $\alpha+1$, assume $J_{\alpha}$ satisfies (a) and (b). According to Proposition 3.23(a), pasting decided justifications produces a decided justification. Hence, $J_{\alpha+1}=J_{\alpha} \uparrow J_{\mathcal{I}}^{x_{\alpha}}$ is decided and it obviously justifies at least every $x_{\beta}, \beta<\alpha+1$. This proves (a) for $\alpha+1$.

According to Proposition $3.23(\mathrm{~b}), J_{\alpha}$ and $J_{\alpha+1}$ offer the same supported value for all facts $y \in \operatorname{dom}\left(J_{\alpha}\right)$ in all interpretations $\left(\sup _{\mathcal{B}}\left(y, J_{\alpha}, \mathcal{I}\right)=\sup _{\mathcal{B}}\left(y, J_{\alpha+1}, \mathcal{I}\right)\right)$, and $J_{\alpha}$ offers best support for these facts $y$ in $\mathcal{I}$ $\left(\sup _{\mathcal{B}}\left(y, J_{\alpha}, \mathcal{I}\right)=\operatorname{SV}_{\mathcal{B}}(y, \mathcal{I})\right)$. Hence, $J_{\alpha+1}$ offers best support in $\mathcal{I}$ for all $y \in \operatorname{dom}\left(J_{\alpha}\right)$. It remains to show the same for each $y \in \operatorname{dom}\left(J_{\mathcal{I}}^{x_{\alpha}}\right) \backslash \operatorname{dom}\left(J_{\alpha}\right)$.

Recall from Proposition 3.18, that each $y \in \operatorname{dom}\left(J_{\mathcal{I}}^{x_{\alpha}}\right)$ satisfies $\sup _{\mathcal{B}}\left(y, J_{\mathcal{I}}^{x_{\alpha}}, \mathcal{I}\right) \geq \sup _{\mathcal{B}}\left(x_{\alpha}, J_{\mathcal{I}}^{x_{\alpha}}, \mathcal{I}\right)(=$ $\operatorname{SV}_{\mathcal{B}}\left(x_{\alpha}, \mathcal{I}\right)$ ), which entails $\operatorname{SV}_{\mathcal{B}}(y, \mathcal{I}) \geq_{t} \operatorname{SV}_{\mathcal{B}}\left(x_{\alpha}, \mathcal{I}\right)$. If $\operatorname{SV}_{\mathcal{B}}(y, \mathcal{I})>_{t} \operatorname{SV}_{\mathcal{B}}\left(x_{\alpha}, \mathcal{I}\right)$, then $y$ occurs earlier in the sequence than $x_{\alpha}$ and $y \in \operatorname{dom}\left(J_{\alpha}\right)$. Thus, any $y \in \operatorname{dom}\left(J_{\mathcal{I}}^{x_{\alpha}}\right) \backslash \operatorname{dom}\left(J_{\alpha}\right)$ has the same supported value as $x_{\alpha}$ in $I$. It follows from Proposition 3.23 (c) that $\sup _{\mathcal{B}}\left(y, J_{\alpha+1}, \mathcal{I}\right)=\operatorname{SV}_{\mathcal{B}}(y, \mathcal{I})$. Thus, (b) holds for $\alpha+1$.

The final case is for a limit ordinal $\lambda$. It is easy to see that $\mathcal{J}_{\lambda}=\cup_{\beta<\lambda} J_{\beta}$ is a justification with domain $\cup_{\beta<\lambda} \operatorname{dom}\left(J_{\beta}\right)$. For each $y$ in its domain, there exists a least $\beta<\lambda$ such that $J_{\beta}$ justifies $y$. This justification

[^7]contains a core justification $J_{y}$ for $y$ which offers best support for $y$ in $\mathcal{I}\left(\sup _{\mathcal{B}}\left(y, J_{y}, \mathcal{I}\right)=\mathrm{SV}_{\mathcal{B}}(x, \mathcal{I})\right)$; $J_{y}$ is present in all later justifications in the sequence, including in $J_{\lambda}$. Since this holds for every $y \in \operatorname{dom}\left(J_{\lambda}\right)$, it follows that $J_{\lambda}$ is decided and offers best support for all its justified facts in $\mathcal{I}$.

We define $J_{\mathcal{I}}$ as the limit of the sequence. It justifies all defined facts and satisfies (a) and (b). Thus, $J$ is a complete support justification for $\mathcal{I}$.

The following theorem has already been proven in a slightly different context by Marynissen et al. (2018). It is a corollary of the previous Theorem 3.24 and Proposition 2.21 .

Theorem 3.25. Take $\mathcal{B} \in\left\{\mathcal{B}_{\mathrm{sp}}, \mathcal{B}_{\mathrm{KK}}, \mathcal{B}_{\mathrm{st}}, \mathcal{B}_{\mathrm{wf}}\right\}$. For every justification frame $\mathcal{J F}$ and every interpretation $\mathcal{I}$, there exists a complete support justification $J$ for $\mathcal{I}$ under $\mathcal{B}$.

### 3.3. Complementary justification frames and consistency

Several results in justification theroy hold only for a particular class of justification frames, called complementary frames. This concept is related to the complementation operation defined in Definition 2.2 Recall that for a justification frame $\mathcal{J F}$, a selection function $s$ for defined fact $x \in \mathcal{F}_{d}$ is a function $\mathcal{J F}(x) \rightarrow \mathcal{F}$ that maps the body $A$ of a rule $x \leftarrow A$ to an element of $A$, denoted $s(A)$. We call $\sim x \leftarrow \sim \operatorname{Im}(s)$ the rule of $s$. Its body $\sim \operatorname{Im}(s)$ consists of the complement $\sim a$ of all facts $a$ in the image of $s$. We say that a rule $x \leftarrow A$ subsumes a rule $x \leftarrow B$ if $A \subseteq B$, i.e., if $A$ has fewer conditions than $B$.

Definition 3.26. A justification frame $\mathcal{J F}$ (or its rule set $R$ ) is complementary if for every $x \in \mathcal{F}_{d}$, (1) for every $x \leftarrow A \in R$, there exists a selection function $s$ for $\sim x$ such that $\sim \operatorname{Im}(s) \subseteq A$ and (2) for every selection function $s$ for $\sim x$ there exists a rule $x \leftarrow A$ such that $A \subseteq \sim \operatorname{Im}(s)$.

Thus, a justification frame is complementary if every rule $x \leftarrow A$ is subsumed by the rule of a selection function $s$ of $\sim x$ and vice versa, every rule of a selection function $s$ of $\sim x$ is subsumed by a rule $x \leftarrow A$.

Example 3.27. Consider the following rule set:

$$
\begin{aligned}
& x \leftarrow a \\
& x \leftarrow a, b \\
& \sim x \leftarrow \sim a
\end{aligned}
$$

The rule $\sim x \leftarrow \sim a$ is the rule of the selection function that selects $a$ in both rules of $x$ and subsumes the rule of the second selection function selecting $a$ and $b$. The rule of the unique selection function of $\sim x$ is the first rule for $x$ and subsumes the second one. Hence, this rule set (or the justification frame that contains it) is complementary.

The following proposition shows that the complementation operation of Definition 2.2 can be used to produce complementary justification frames. It can be applied to create a complementary justification frame from a logic program, taking for $F$ the set of atoms and $R$ the set of rules of the program.

Proposition 3.28. Let $F$ be a subset of $\mathcal{F}_{d}$ such that $\{F, \sim F\}$ is a partition of $\mathcal{F}_{d}$. Let $R$ be a rule set defining all and only facts of $F$. Then the complementation $R \cup R^{*}$ of $R$ is complementary.
Proof. Recall $R^{*}$ is the set of rules of selection functions of facts $x \in F$ within the rule set $R$.
We observe that for facts $x \in \sim F, R \cup R^{*}$ satisfies conditions (1) and (2) by construction. Thus, it suffices to verify them for $x \in F$.
(1) Every $x \leftarrow A \in R$ is the rule of a selection function $s$ for $\sim x$. Indeed, take the selection $s$ for $\sim x$ that selects the negation of a fact of $A$ in the body of every rule $\sim x \leftarrow B \in R^{*}$. The body of each such rule indeed contains the negation of a fact $a \in A$. Moreover, for every $a \in A$, there is at least one rule $\sim x \leftarrow B$ that contains $\sim a$ in its body. Hence $\sim \operatorname{Im}(s)=A$.
(2) Assume towards contradiction that there exists a rule of a selection function $s$ for $\sim x$ in $R^{*}$ that is not subsumed by some rule $x \leftarrow A \in R$. Then, for every rule $x \leftarrow A \in R$, there exists $a_{A} \in A \backslash \sim \operatorname{Im}(s)$. Consider the selection function $s^{\prime}$ for $x$ that selects $a_{A}$ in $A$, for every rule $x \leftarrow A \in R$. Then $R^{*}$ contains the rule $\sim x \leftarrow \sim \operatorname{Im}\left(s^{\prime}\right)$ of $s^{\prime}$ and $s$ selects some value $\sim a_{A}$ in that rule. This yields a contradiction.

Proposition 3.29. Let $R$ be a complementary rule set. For each pair of rules $x \leftarrow A$ and $\sim x \leftarrow B$ in $R$, $A \cap \sim B \neq \emptyset$.

Proof. Take $x \leftarrow A, \sim x \leftarrow B \in R$. By complementarity, there exists a selection function $s$ of $\sim x$ such that $\sim \operatorname{Im}(s) \subseteq A$. Therefore, $\sim s(B) \in A$. On the other hand, $s(B) \in B$.

This property has a useful extension to justifications.
Proposition 3.30. Let $R$ be a complementary rule set. Let $J$ and $K$ be locally complete justifications justifying $x$, respectively $\sim x$. There exists a J-branch $\mathbf{b}$ starting in $x$ such that $\sim \mathbf{b}$ is a $K$-branch.

Proof. This proposition follows by iterated application of Proposition 3.29. Indeed, the latter entails that there exist edges $x \rightarrow x_{1}$ in $J$ and $\sim x \rightarrow \sim x_{1}$ in $K$. If $x_{1} \in \mathcal{F}_{o}$, then both edges are branches in respectively $J$ and $K$. If $x_{1} \in \mathcal{F}_{d}$ then by repeating the argument there are edges $x_{1} \rightarrow x_{2}$ in $J$ and $\sim x_{1} \rightarrow \sim x_{2}$ in $K$. By further iterating this argument, using transfinite induction, we obtain two branches $\mathbf{b}$ in $J$ and $\sim \mathbf{b}$ in $K$.

The following proposition was proven by Marynissen et al. (2020).
Proposition 3.31. Let $\mathcal{J S}$ be a complementary justification system such that $\mathcal{B}$ respects negation. For each $x \in \mathcal{F}_{d}$, for each interpretation $\mathcal{I}$, it holds that $\mathrm{SV}_{\mathcal{B}}(\sim x, \mathcal{I}) \leq_{t} \sim \operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})$.

Proof. Let $v=\operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})$ and let $J$ be a locally complete justification justifying $x$ such that $\sup _{\mathcal{B}}(x, J, \mathcal{I})=v$. Each branch $\mathbf{b}^{\prime}=x \rightarrow \ldots$ in $J$ satisfies $\mathcal{I}\left(\mathcal{B}\left(\mathbf{b}^{\prime}\right)\right) \geq_{t} v$. By Proposition 3.30, each justification $K$ justifying $\sim x$ contains a branch $\mathbf{b}=\sim x \rightarrow \ldots$ such that $\sim \mathbf{b}$ is a branch of $J$. It follows that $\sup _{\mathcal{B}}(\sim x, K, \mathcal{I}) \leq_{t}$ $\mathcal{I}(\mathcal{B}(\mathbf{b}))=\sim \mathcal{I}(\mathcal{B}(\sim \mathbf{b})) \leq_{t} \sim v$. Since this holds for every $K$, it follows that $\operatorname{SV}_{\mathcal{B}}(\sim x, \mathcal{I}) \leq_{t} \sim v=\sim \operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})$.

Proposition 3.32. Let $\mathcal{J S}$ be a complementary justification frame and $x$ a defined fact. The following two conditions are equivalent.

- There exists a rule $x \leftarrow A \in R$ such that $\mathcal{I}(a)=\mathbf{t}$ for all $a \in A$.
- For all rules $\sim x \leftarrow B \in R$ there is an $a \in B$ such that $\mathcal{I}(a)=\mathbf{f}$.

Proof. Let $x$ be a defined fact. First let there be a rule $x \leftarrow A \in R$ such that all $a \in A$ are true in $\mathcal{I}$. Since $R$ is complementary, Proposition 3.29 entails that every rule $\sim x \leftarrow B \in R$ contains a fact $a \in B$ such that $\sim a \in A$ and $\mathcal{I}(a)=\mathbf{f}$.

Vice versa, assume that for every $\sim x \leftarrow B \in R$, there exists an element $a \in B$ such that $\mathcal{I}(a)=\mathbf{f}$. Take the selection function $s$ that selects these false $a$ 's from each such rule for $\sim x$. Since $R$ is complementary, there is a rule $x \leftarrow A \in R$ that subsumes the rule of $s$, i.e., $A \subseteq \sim \operatorname{Im}(s)$. It follows that all facts of $A$ are true in $\mathcal{I}$.

For complementary justification frames, some useful properties hold. The next lemma gives a convenient way to prove that that an interpretation is a model.

Lemma 3.33. Take $\mathcal{J S}=\left\langle\mathcal{F}, \mathcal{F}_{d}, R, \mathcal{B}\right\rangle$ be a complementary justification system and assume $\mathcal{B}$ respects negation. Every interpretation $\mathcal{I}$ such that $\operatorname{SV}_{\mathcal{J}}(x, \mathcal{I}) \geq_{t} \mathcal{I}(x)$ for all $x \in \mathcal{F}_{d}$, is a $\mathcal{B}$-model of $\mathcal{J F}$.

Proof. For all $x \in \mathcal{F}_{d}$ we have that $\mathrm{SV}_{\mathcal{J S}}(\sim x, \mathcal{I}) \geq_{t} \mathcal{I}(\sim x)$. It follows immediately from Proposition 3.31 that $\operatorname{SV}_{\mathcal{J S}}(\sim x, \mathcal{I}) \leq_{t} \sim \operatorname{SV}_{\mathcal{J S}}(x, \mathcal{I})$. Therefore, $\mathcal{I}(\sim x) \leq_{t} \sim \operatorname{SV}_{\mathcal{J S}}(x, \mathcal{I})$ or $\operatorname{SV}_{\mathcal{J S}}(x, \mathcal{I}) \leq_{t} \sim \mathcal{I}(\sim x)=\mathcal{I}(x)$. This completes the proof that $\operatorname{SV}_{\mathcal{J}}(x, \mathcal{I})=\mathcal{I}(x)$, i.e., $\mathcal{I}$ is a $\mathcal{B}$-model of $\mathcal{J F}$.

One might expect that when a justification frame is complementary and $\mathcal{B}$ respects negation, the justification system is always guaranteed to be consistent, meaning that $\operatorname{SV}_{\mathcal{B}}(\sim x, \mathcal{I})=\sim \operatorname{SV} V_{\mathcal{B}}(x, \mathcal{I})$. This is, however not the case and it remains an open question for which classes of branch evaluations consistency
is guaranteed ${ }^{111}$ We refer the reader to the PhD of the first author (Marynissen, 2022) for details on this consistency question. What is important for the current paper is that for all branch evaluations considered here, consistency is indeed guaranteed.
Definition 3.34. A justification system $\mathcal{J S}$ is consistent if for every interpretation $\mathcal{I}$, for every $x \in \mathcal{F}_{d}$, $\mathrm{SV}_{\mathcal{B}}(\sim x, \mathcal{I})=\sim \operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})$.
Theorem 3.35 (Marynissen, 2022, Corollary 3.3.10)). Assume $\mathcal{J F}$ is complementary and $\mathcal{B}$ is one of the standard branch evaluations $\left(\mathcal{B} \in\left\{\mathcal{B}_{\mathrm{sp}}, \mathcal{B}_{\mathrm{st}}, \mathcal{B}_{\mathrm{wf}}, \mathcal{B}_{\mathrm{KK}}\right\}\right)$. It holds that $\langle\mathcal{J F}, \mathcal{B}\rangle$ is consistent: for each $\mathcal{I}$,

$$
\mathrm{SV}_{\mathcal{B}}(\sim x, \mathcal{I})=\sim \operatorname{SV}_{\mathcal{B}}(x, \mathcal{I})
$$

### 3.4. Links between Different Justification Models

Our next set of results is concerned with the relation between different semantics induced by JT. In the context of logic programming, it is well-known that there is a unique well-founded model, what the relation is between stable and well-founded models, or between the Kripke-Kleene and the well-founded model. Several such results will follow immediately by establishing the correspondence with AFT, but some of them will be needed in our proof. They are given explicitly, and sometimes in higher generality, in the current section.

First of all, in logic programming, it is well-known that the well-founded and Kripke-Kleene semantics induce a single model. In JT, we can prove that for each interpretation $\mathcal{I}_{o}$ of the open facts, there is a unique $\mathcal{B}_{\mathrm{KK}}$ and $\mathcal{B}_{\mathrm{wf}}$ model expanding $\mathcal{I}_{o}$. This result does not only hold for $\mathcal{B}_{\mathrm{KK}}$ and $\mathcal{B}_{\mathrm{wf}}$ but for the so-called class of parametric branch evaluations. A branch evaluation $\mathcal{B}$ is called parametric if $\mathcal{B}(\mathbf{b}) \in \mathcal{F}_{o}$ for all $\mathcal{J F}$-branches $\mathbf{b}$ and all justification frames $\mathcal{J F}$.
Proposition 3.36. If $\mathcal{J F}$ is a justification frame and $\mathcal{B}$ a parametric branch evaluation, for each interpretation $\mathcal{I}_{o}$ of $\mathcal{F}_{o}, \mathcal{J F}$ has at most one $\mathcal{B}$-model $\mathcal{I}$ expanding $\mathcal{I}_{o}$. The model exists if and only if the system is consistent.
Proof. The value of a justification with respect to a parametric branch evaluation only depends on the interpretation $\mathcal{I}_{o}$ of the open facts; hence $\sup _{\mathcal{B}}(x, J, \mathcal{I})=\sup _{\mathcal{B}}\left(x, J, \mathcal{I}^{\prime}\right)$ for every two interpretations $\mathcal{I}$ and $\mathcal{I}^{\prime}$ expanding $\mathcal{I}_{o}$. As such, $\sup _{\mathcal{B}}\left(x, J, \mathcal{I}_{o}\right)$ is well-defined.

If there exists a model $\mathcal{I}$ expanding $\mathcal{I}_{o}$, then it is the one such that $\mathcal{I}(x)=\operatorname{SV}_{\mathcal{B}}\left(x, \mathcal{I}_{o}\right)$ for each $x \in \mathcal{F}_{d}$. This model is only well-defined if for all $x \in \mathcal{F}_{d}$, the supported values of $x$ and $\sim x$ are consistent, that is, $\operatorname{SV}_{\mathcal{B}}\left(\sim x, \mathcal{I}_{o}\right)=\sim \operatorname{SV}_{\mathcal{B}}\left(x, \mathcal{I}_{o}\right)$.

In other words, for any parametric $\mathcal{B}$, every interpretation $\mathcal{I}_{o}$ of the open facts induces at most one model. Theorem 3.35 guarantees that for $\mathcal{B}_{\mathrm{KK}}$ and $\mathcal{B}_{\mathrm{wf}}$ the model exists.
Corollary 3.37. For every complementary justification frame, for every interpretation $\mathcal{I}_{o}$ of $\mathcal{F}_{o}$, there exists a unique $\mathcal{B}_{\mathrm{KK}}-$ model and a unique $\mathcal{B}_{\mathrm{wf}}$-model expanding $\mathcal{I}_{o}$ 。When $\mathcal{F}_{o}=\emptyset$, then there is a unique $\mathcal{B}_{\mathrm{KK}}-$ model and a unique $\mathcal{B}_{\mathrm{wf}}$-model.

Similar to the situation in logic programming, the $\mathcal{B}_{\mathrm{KK}}$-model is the least precise $\mathcal{B}_{\mathrm{sp}}$-model expanding some $\mathcal{I}_{o}$. This is proven in the next two propositions.
Proposition 3.38. The $\mathcal{B}_{\mathrm{KK}}$-model of a complementary justification system is also a $\mathcal{B}_{\mathrm{sp}}$-model.
Proof. Let $\mathcal{I}$ be a $\mathcal{B}_{\mathrm{KK}}$-model of $\mathcal{J F}$. By Theorem 3.25, there is a complete support justification $J$ for $\mathcal{I}$ under $\mathcal{B}_{\mathrm{KK}}$. The justification system is complementary and $\mathcal{B}_{\text {sp }}$ respects negation, hence Lemma 3.33 applies for it. In particular, it suffices to prove that $\sup _{\mathcal{B}_{\mathrm{sp}}}(x, J, \mathcal{I}) \geq_{t} \mathcal{I}(x)$ for all $x \in \mathcal{F}_{d}$.

Since $\mathcal{B}_{\mathrm{KK}}$ is tail-determined, we have for every node $y$ reachable from $x$ in $J$ that

$$
\mathcal{I}(x)=\sup _{\mathcal{B}_{\mathrm{KK}}}(x, J, \mathcal{I}) \leq_{t} \sup _{\mathcal{B}_{\mathrm{KK}}}(y, J, \mathcal{I})=\mathcal{I}(y)
$$

The branch evaluation $\mathcal{B}_{\text {sp }}$ maps a branch to its second node which is reachable from the start node. Therefore, $\sup _{\mathcal{B}_{\text {sp }}}(x, J, \mathcal{I}) \geq_{t} \mathcal{I}(x)$, which concludes the proof.

[^8]In the following, the order $\leq_{p}$ is extended to interpretations, $\mathcal{I} \leq_{p} \mathcal{I}^{\prime}$ if $\mathcal{I}(x) \leq_{p} \mathcal{I}^{\prime}(x)$ for all $x \in \mathcal{F}$.

Proposition 3.39. The $\mathcal{B}_{\mathrm{KK}}$-model expanding $\mathcal{I}_{o}$ is the $\leq_{p}$-least $\mathcal{B}_{\mathrm{sp}}$-model expanding $\mathcal{I}_{o}$.
Proof. Let $\mathcal{I}_{\mathcal{B}_{\mathrm{KK}}}$ be the (unique) Kripke-Kleene model expanding $\mathcal{I}_{o}$ and let $\mathcal{I}$ be any $\mathcal{B}_{\text {sp }}$-model expanding $\mathcal{I}_{o}$. We show that $\mathcal{I}_{\mathcal{B}_{\mathrm{KK}}}(x) \leq_{p} \mathcal{I}(x)$ for all $x$. Take any fact $x$.

If $\mathcal{I}_{\mathcal{B}_{\mathrm{KK}}}(x)=\mathbf{u}$, then clearly $\mathcal{I}_{\mathcal{B}_{\mathrm{KK}}}(x) \leq_{p} \mathcal{I}(x)$, since $\mathbf{u}$ is the $\leq_{p}$-least truth value.
If $\mathcal{I}_{\mathcal{B}_{K K}}(x)=\mathbf{t}$, then $\operatorname{SV}_{\mathcal{B}_{K K}}(x, \mathcal{I})=\mathrm{SV}_{\mathcal{B}_{\mathrm{KK}}}\left(x, \mathcal{I}_{\mathcal{B}_{K K}}\right)=\mathbf{t}$. Let $J$ be a proper justification for $x$ such that $\sup _{\mathcal{B}_{\mathrm{KK}}}(x, J, \mathcal{I})=\mathbf{t}$. By definitions of $\mathcal{B}_{\mathrm{KK}}$, this guarantees that $J$ only has finite branches. We claim that for any node $y$ in $J, \mathcal{I}(y)=\mathbf{t}$ and we prove this by induction on the depth of the subtree rooted in $y$. Clearly, the property holds for leaves (since $\sup _{\mathcal{B}_{\mathrm{KK}}}(x, J, \mathcal{I})$ is $\mathbf{t}$ only if all leaves of $J$ are true in $\mathcal{I}_{o}$ ). By induction, for other nodes, we know that the property holds for all nodes in $J(y)$ (which have a lower depth). Hence, $\sup _{\mathcal{B}_{\mathrm{sp}}}(y, J, \mathcal{I})=\mathbf{t}$. Since we assumed that $\mathcal{I}$ is a $\mathcal{B}_{\mathrm{sp}}$-model, it must be that $\mathcal{I}(y)=\mathbf{t}$ indeed. In particular, the property holds for $x$ and thus $\mathcal{I}(x)=\mathbf{t}$ as desired.

If $\mathcal{I}_{\mathcal{B}_{K K}}(x)=\mathbf{f}$, then $\mathcal{I}_{\mathcal{B}_{K K}}(\sim x)=\mathbf{t}$ and we can use the same argument as above to conclude that also $\mathcal{I}(\sim x)=\mathbf{t}$.

The relation between well-founded and stable models is similar: the $\mathcal{B}_{\mathrm{wf}}$-model expanding an interpretation $\mathcal{I}_{o}$ of the open facts, is the least precise $\mathcal{B}_{\text {st }}$-model, as proven next.

Proposition 3.40. The $\mathcal{B}_{\mathrm{wf}}$-model of $\mathcal{J F}$ expanding $\mathcal{I}_{o}$ is a $\mathcal{B}_{\mathrm{st}}$-model of $\mathcal{J F}$.
Proof. Let $\mathcal{I}$ be the unique $\mathcal{B}_{\mathrm{wf}}$-model of $\mathcal{J F}$ expanding $\mathcal{I}_{o}$. By Theorem 3.25, there is a complete support justification $J$ under $\mathcal{B}_{\mathrm{wf}}$. By Lemma 3.33 , it suffices to prove that $\mathrm{SV}_{\mathcal{B}_{\mathrm{st}}}(x, J, \mathcal{I}) \geq_{t} \mathcal{I}(x)$ for all $x \in \mathcal{F}_{d}$.

For any internal node $y$ reachable from $x$ in $J$ we have that $\mathcal{I}(x) \leq_{t} \mathcal{I}(y)$. Indeed, since $\mathcal{B}_{\mathrm{wf}}$ is taildetermined, we have that for every $\mathbf{b} \in B_{J}(y)$ there is a branch $\mathbf{b}^{\prime}$ in $B_{J}(x)$ so that $\mathcal{B}(\mathbf{b})=\mathcal{B}\left(\mathbf{b}^{\prime}\right)$. This means that $\mathcal{I}(y)=\sup _{\mathcal{B}_{\mathrm{wf}}}(y, J, \mathcal{I}) \geq_{t} \sup _{\mathcal{B}_{\mathrm{wf}}}(x, J, \mathcal{I})=\mathcal{I}(x)$.

For every $\mathbf{b}$ in $B_{J}(x)$ we have that $\mathcal{B}_{\mathrm{st}}(\mathbf{b})$ is mapped to an element in $\mathbf{b}$ or that $\mathcal{B}_{\mathrm{st}}(\mathbf{b})=\mathcal{B}_{\mathrm{wf}}(\mathbf{b})$. In both cases, we know that $\mathcal{I}(x) \leq_{t} \mathcal{I}\left(\mathcal{B}_{\text {st }}(\mathbf{b})\right)$. This means that $\mathcal{I}(x) \leq_{t} \sup _{\mathcal{B}_{\mathrm{st}}}(x, J, \mathcal{I}) \leq_{t} \mathrm{SV}_{\mathcal{B}_{\mathrm{st}}}(x, \mathcal{I})$. This concludes the proof that $\mathcal{I}$ is a $\mathcal{B}_{\mathrm{st}}$-model of $\mathcal{J F}$.

S

Proof. Let $\mathcal{I}_{\mathcal{B}_{\mathrm{wf}}}$ be the $\mathcal{B}_{\mathrm{wf}}$-model and $\mathcal{I}$ a $\mathcal{B}_{\mathrm{st}}$-model expanding $\mathcal{I}_{o}$. Lemma 3.41 entails for all $x \in \mathcal{F}_{d}$ that $\mathcal{I}_{\mathcal{B}_{\mathrm{wf}}}(x)=\mathrm{SV}_{\mathcal{B}_{\mathrm{wf}}}\left(x, \mathcal{I}_{o}\right) \leq_{p} \mathcal{I}(x)$. Hence, $\mathcal{I}_{\mathcal{B}_{\mathrm{wf}}} \leq_{p} \mathcal{I}$, for every $\mathcal{B}_{\mathrm{st}}$-model. By Proposition 3.40 , $\mathcal{I}_{\mathcal{B}_{\mathrm{wf}}}$ is a $\mathcal{B}_{\text {st }}$-model, hence it is the $\leq_{p}$-least one.

Finally, it holds that $\mathcal{B}_{\text {st }}$-models are always supported, again, analogously to well-known results in logic programming.

Proposition 3.43. Every stable model is a supported model.
Proof. Take a $\mathcal{B}_{\text {st }}$-model $\mathcal{I}$. By Theorem 3.25 , there is a complete support justification $J$ for $\mathcal{I}$ under $\mathcal{B}_{\text {st }}$. Take any edge $x \rightarrow y$ in $J$. If we can prove that $\mathcal{I}(x) \leq_{t} \mathcal{I}(y)$ it will follow $\mathcal{I}(x) \leq_{t} \operatorname{SV}_{\mathcal{B}_{\text {sp }}}(x, \mathcal{I})$. Applying Lemma 3.33, we obtain that $\mathcal{I}$ is a $\mathcal{B}_{\mathrm{sp}}$-model.

We do a case analysis on $y$. First, assume $y$ is an open fact or has different sign than $x$. Then $x \rightarrow y$ is the core of every $J$-branch $x \rightarrow y \rightarrow \ldots$ under $\mathcal{B}_{\text {st }}$. This means that $\mathcal{I}(x) \leq_{t} \mathcal{I}\left(\mathcal{B}_{\text {st }}(x \rightarrow y)\right)=\mathcal{I}(y)$. Second, assume $x$ and $y$ are defined facts of the same sign. Then for every $\mathbf{b} \in B_{J}(y)$, it holds that $\mathcal{B}_{\text {st }}(x \rightarrow \mathbf{b})=\mathcal{B}_{\text {st }}(\mathbf{b})$. It follows that $\mathcal{I}(x) \leq \min _{\mathbf{b} \in B_{J}(y)} \mathcal{I}\left(\mathcal{B}_{\text {st }}(\mathbf{b})\right)=\mathcal{I}(y)$. In both cases, it holds that $\mathcal{I}(x) \leq_{t} \mathcal{I}(y)$.

## 4. Embedding JT in AFT

We now turn our attention to the main topic of this paper, namely formally proving the correspondence between JT and AFT. We start with a brief recall of the basic definitions that constitute AFT, next show how to obtain an approximator out of a justification frame, and finally prove that indeed, all major semantics are preserved under this correspondence.

### 4.1. Preliminaries: $A F T$

Given a complete lattice $\langle L, \leq\rangle$, Approximation Fixpoint Theory (Denecker et al., 2000) uses the bilattice $L^{2}=L \times L$. We define projection functions as usual: $(x, y)_{1}=x$ and $(x, y)_{2}=y$. Pairs $(x, y) \in L^{2}$ are used to approximate elements in the interval $[x, y]=\{z \mid x \leq z \leq y\}$. We call $(x, y) \in L^{2}$ consistent if $x \leq y$, i.e., if $[x, y]$ is not empty. The set of consistent pairs is denoted $L^{c}$. A pair ( $x, x$ ) is called exact since it approximates only the element $x$. The precision order $\leq_{p}$ on $L^{2}$ is defined as $(x, y) \leq_{p}(u, v)$ if $x \leq u$ and $y \geq v$. If $(x, y)$ and $(u, v)$ are consistent, this means that $[u, v] \subseteq[x, y]$. If $\langle L, \leq\rangle$ is a complete lattice, then so is $\left\langle L^{2}, \leq_{p}\right\rangle$. AFT studies fixpoints of operators $O: L \rightarrow L$ through operators approximating $O$. An operator $A: L^{2} \rightarrow L^{2}$ is an approximator of $O$ if it is $\leq_{p}$-monotone and has the property that $A(x, x)=(O(x), O(x))$ for all $x \in L$. Approximators are internal in $L^{c}$ (i.e., map $L^{c}$ into $L^{c}$ ). We often restrict our attention to symmetric approximators: approximators $A$ such that, for all $x$ and $y, A(x, y)_{1}=A(y, x)_{2}$. Denecker et al. (2004) showed that the consistent fixpoints of interest of a symmetric approximator are uniquely determined by an approximator's restriction to $L^{c}$ and hence, that it usually suffices to define approximators on $L^{c}$. Such a restriction is called a consistent approximator. As mentioned before, AFT studies fixpoints of $O$ using fixpoints of $A$. The main type of fixpoints that concern us are given here.

- A partial supported fixpoint of $A$ is a fixpoint of $A$.
- The Kripke-Kleene fixpoint of $A$ is the $\leq_{p}$-least fixpoint of $A$; it approximates all fixpoints of $A$.
- A partial stable fixpoint of $A$ is a pair $(x, y)$ such that $x=\operatorname{lfp}\left(A(\cdot, y)_{1}\right)$ and $y=\operatorname{lfp}\left(A(x, \cdot)_{2}\right)$, where $A(\cdot, y)_{1}$ denotes the function $L \rightarrow L: z \mapsto A(z, y)_{1}$ and analogously $A(x, \cdot)_{2}$ stands for $L \rightarrow L: z \mapsto$ $A(x, z)_{2}$.
- The well-founded fixpoint of $A$ is the $\leq_{p}$-least partial stable fixpoint of $A$.

The adjective "partial" in this definition refers to "non-exact", in line with terminology used for instance in logic programming, where partial stable models are also defined. Uncoincidentally, partial stable models in logic programming correspond to what are called partial stable fixpoints here. Partial supported fixpoints of $A$ are not necessarily fixpoints of $O$. However, in case they are exact, i.e., of the form $(x, x)$, we call them supported fixpoints; in this case $x$ is a fixpoint of $O$ as well. We similarly define stable fixpoints as partial stable fixpoints that happen to be exact.

Example 4.1. As a small exampl ${ }^{12}$ of the different constructions introduced here, we consider an operator and approximator as induced by the set of rules

$$
\left\{\begin{array}{l}
p \leftarrow p \\
q \leftarrow \sim p
\end{array}\right\}
$$

The operator we use is the well-known immediate consequence operator of van Emden and Kowalski (1976) and the approximator is Fitting's three-valued immediate consequence operator (Fitting, 2002); the lattices they operate on, and the operators are visualised below. Dashed arrows represent the order (on the lattice and the consistent part of the bilattice), and dotted arrows the operator and approximator.


We see that there are three (partial) supported fixpoints, namely $(\emptyset,\{p, q\})$ and $(\{p\},\{p\})$ and $(\{q\},\{q\})$. The latter two are exact and correspond to the two fixpoints of $O$. The former is not exact and is the KripkeKleene fixpoint. We claim that $(\{q\},\{q\})$ is a (partial) stable fixpoint (that happens to be exact). To see this we should verify (among others) that $\{q\}=\operatorname{lfp}\left(A(\cdot,\{q\})_{1}\right)$. This is indeed the case, since $A(\cdot,\{q\})_{1}$ maps $\emptyset$ to $\{q\}$ (indeed, $\left.A(\emptyset,\{q\})_{1}=(\{q\},\{q\})_{1}=\{q\}\right)$ and maps $\{q\}$ to itself ${ }^{133}$ In fact, $(\{q\},\{q\})$ is the only partial stable fixpoint since the other two partial supported fixpoints are not stable: $(\emptyset,\{p, q\})$ is not a stable fixpoint since $\operatorname{lfp}\left(A(\emptyset, \cdot)_{2}\right)=\{q\} \neq\{p, q\}$ and $(\{p\},\{p\})$ is not a stable fixpoint since $\operatorname{lfp}\left(A(\cdot,\{p\})_{1}\right)=\emptyset \neq\{p\}$.

### 4.2. The Approximator

Let $\mathcal{J F}=\left\langle\mathcal{F}, \mathcal{F}_{d}, R\right\rangle$ be a justification frame, fixed throughout this section. Our first goal is to define an approximator on a suitable lattice for $\mathcal{J F}$. Following the correspondence with how this is done in logic programming, we will take as lattice the set of exact interpretations (interpretations that map no facts to $\mathbf{u}$ except for $\mathbf{u}$ itself). It is easy to see that such interpretations correspond directly to subsets of $\mathcal{F}_{+}$. In other words, we will use the lattice $\left\langle L=2^{\mathcal{F}_{+}}, \subseteq\right\rangle$. Now, the set $L^{c}$ is isomorphic to the set of three-valued interpretations of $\mathcal{F}$; under this isomorphism, a consistent pair $(I, J) \in L^{c}$ corresponds to the three-valued interpretation $\mathcal{I}$ such that for positive facts $x \in \mathcal{F}_{+}, \mathcal{I}(x)=\mathbf{t}$ if $x \in I, \mathcal{I}(x)=\mathbf{f}$ if $x \notin$, and $\mathcal{I}(x)=\mathbf{u}$ otherwise.

[^9]Definition 4.2. The operator $O_{\mathcal{J F}}: L \rightarrow L$ of $\mathcal{J F}$ maps a subset $I$ of $\mathcal{F}_{+}$to

$$
O_{\mathcal{J F}}(I)=\left\{x \in \mathcal{F}_{+} \mid \exists x \leftarrow A \in R: \forall a \in A:(I, I)(a)=\mathbf{t}\right\} .
$$

The approximator $A_{\mathcal{J F}}: L^{c} \rightarrow L^{c}$ of $\mathcal{J F}$ is defined as follows

$$
\begin{aligned}
& A_{\mathcal{J F}}(\mathcal{I})_{1}=\left\{x \in \mathcal{F}_{+} \mid \exists x \leftarrow A \in R: \forall a \in A: \mathcal{I}(a)=\mathbf{t}\right\} \\
& A_{\mathcal{J F}}(\mathcal{I})_{2}=\left\{x \in \mathcal{F}_{+} \mid \exists x \leftarrow A \in R: \forall a \in A: \mathcal{I}(a) \geq_{t} \mathbf{u}\right\}
\end{aligned}
$$

Remark 4.3. This operator defined here is indeed well-defined: its image is in $L^{c}$, i.e., $A_{\mathcal{J F}}(\mathcal{I})_{1} \leq A_{\mathcal{J F}}(\mathcal{I})_{2}$. To see this, note that whenever $\forall a \in A: \mathcal{I}(a)=\mathbf{t}$, clearly also $\forall a \in A: \mathcal{I}(a) \geq_{t} \mathbf{u}$.
Proposition 4.4. If no rule body in $\mathcal{J F}$ contains $\mathbf{u}$, then $A_{\mathcal{J F}}$ is a consistent approximator of $O_{\mathcal{J F}}$.

Proof. To see that it is $\leq_{p}$-monotonic, note that if $\mathcal{I}_{1} \geq_{p} \mathcal{I}_{2}$, and $x \in A_{\mathcal{J F}}\left(\mathcal{I}_{2}\right)_{1}$, then there is a rule $x \leftarrow A$ such that $\forall a \in A: \mathcal{I}_{2}(a)=\mathbf{t}$. Since $\mathcal{I}_{1} \geq_{p} \mathcal{I}_{2}$, then also $\forall a \in A: \mathcal{I}_{1}(a)=\mathbf{t}$ and hence $x \in A_{\mathcal{J F}}\left(\mathcal{I}_{1}\right)_{1}$ as well, i.e., $A_{\mathcal{J F}}\left(\mathcal{I}_{2}\right)_{1} \subseteq A_{\mathcal{J F}}\left(\mathcal{I}_{1}\right)_{1}$ The argument for showing that $A_{\mathcal{J F}}\left(\mathcal{I}_{1}\right)_{2} \subseteq A_{\mathcal{J F}}\left(\mathcal{I}_{2}\right)_{2}$ is similar. To see that $A_{\mathcal{J F}}$ coincides with $O_{\mathcal{J F}}$ on exact interpretations, we only need to show
that $A_{\mathcal{J F}}(\mathcal{I})(x) \neq \mathbf{u}$ if $\mathcal{I}$ is exact. This follows directly from the fact that no rule body in $\mathcal{J F}$ contains u.

The requirement that rule bodies cannot contain $\mathbf{u}$ is needed if we wish to follow the convention that approximators in AFT ought to be symmetric. Quoting Denecker et al. (2004, page 14):
"While it is possible to develop a generalisation of the theory presented in this paper without the symmetry assumption, we chose to adopt it because the motivating examples, that is, operators occurring in knowledge representation, are symmetric."

Similarly, we are not aware of practical examples with bodies containing $\mathbf{u}$ in unnested justification systems ${ }^{14}$ However, in nested systems, as demonstrated by Marynissen (2022, Chapter 6), bodies containing u can occur quite easily due to the construction of the so-called compression. No proof, except for Proposition 4.4 in this paper makes use of the fact that $\mathbf{u}$ does not appear in bodies of rules. This means that once consistent AFT is worked out for asymmetric operators, we can remove this restriction. In the rest of this paper, we assume that every justification frame does not have $\mathbf{u}$ in a rule body.

For a justification system, under certain conditions, we can derive a second operator on interpretations, based on the supported values under the branch evaluation of the system.
Definition 4.5. Let $\mathcal{J S}$ be a complementary justification system such that $\operatorname{SV}_{\mathcal{J S}}(\sim x, \mathcal{I})=\sim \operatorname{SV}_{\mathcal{J}}(x, \mathcal{I})$ for all $x$ and $\mathcal{I}$. With $\mathcal{J S}$, we associate a support operator $\mathcal{S}_{\mathcal{J S}}$ on $\mathcal{F}$-interpretations. For any $\mathcal{F}$-interpretation $\mathcal{I}, \mathcal{S}_{\mathcal{J}}(\mathcal{I})$ is the $\mathcal{F}$-interpretation that maps every $x$ to $\operatorname{SV}_{\mathcal{J S}}(x, \mathcal{I})$. If $\mathcal{J S}$ consists of $\mathcal{J F}$ and $\mathcal{B}$, then we write $\mathcal{S}_{\langle\mathcal{J F}, \mathcal{B}\rangle}$ for $\mathcal{S}_{\mathcal{J S}}$.

As shown by Marynissen (2022, Theorems 3.2.6 and 3.3.9), the condition on $\mathcal{J S}$ in Definition 4.5 is satisfied for all the major branch evaluations $\left(\mathcal{B}_{\mathrm{KK}}, \mathcal{B}_{\mathrm{st}}, \mathcal{B}_{\mathrm{sp}}\right.$, and $\left.\mathcal{B}_{\mathrm{wf}}\right)$ whenever the justification frame is complementary, meaning that the support operator is well-defined for all the branch evaluations of interest in the current paper. Moreover, it turns out that in case our justification frame behaves well with respect to negation (if it is complementary), the approximator equals the support operator induced by the branch evaluation $\mathcal{B}_{\mathrm{sp}}$.
Lemma 4.6. For a complementary justification frame $\mathcal{J F}$, the function $A_{\mathcal{J F}}$ and the support operator $\mathcal{S}_{\left\langle\mathcal{J F}, \mathcal{B}_{\mathrm{sp}}\right\rangle}$ are equal.
Proof. Take an interpretation $\mathcal{I}$. For any $x \in \mathcal{F}_{+}$, it is obvious that $A_{\mathcal{J F}}(\mathcal{I})(x)=\mathcal{S}_{\left\langle\mathcal{J F}, \mathcal{B}_{\text {sp }}\right\rangle}(\mathcal{I})(x)$. Take $x \in \mathcal{F}_{-}$. We have that $A_{\mathcal{J F}}(\mathcal{I})(x)=\sim A_{\mathcal{J F}}(\mathcal{I})(\sim x)=\sim \mathcal{S}_{\left\langle\mathcal{J F}, \mathcal{B}_{\mathrm{sp}}\right\rangle}(\mathcal{I})(\sim x)=\mathcal{S}_{\left\langle\mathcal{J F}, \mathcal{B}_{\mathrm{sp}}\right\rangle}(\mathcal{I})(x)$, where the first step follows since interpretations commute with negation and the last step is by the consistency of $\mathcal{S}_{\left\langle\mathcal{J F}, \mathcal{B}_{\mathrm{sp}}\right\rangle}$ as shown by Marynissen et al. (2018).

[^10]
### 4.3. Semantic Correspondence

The central result of this section is the following theorem, which essentially states that for all major semantics, the branch evaluation in JT corresponds to the definitions of AFT.

Theorem 4.7. Take a complementary justification frame $\mathcal{J F}$.

1. The partial supported fixpoints of $A_{\mathcal{J F}}$ are exactly the supported models of $\mathcal{J F}$.
2. The Kripke-Kleene fixpoint of $A_{\mathcal{J F}}$ is the unique Kripke-Kleene model of $\mathcal{J F}$.
3. The partial stable fixpoints of $A_{\mathcal{J F}}$ are exactly the stable models of $\mathcal{J F}$.
4. The well-founded fixpoint of $A_{\mathcal{J F}}$ is the unique well-founded model of $\mathcal{J F}$.

These four points are proven independently; the first follows directly from our observation that $A_{\mathcal{J F}}$ and $\mathcal{S}_{\left\langle\mathcal{J F}, \mathcal{B}_{\mathrm{sp}}\right\rangle}$ are in fact the same operator.

Proposition 4.8 (Item 1 of Theorem 4.7). The partial supported fixpoints of $A_{\mathcal{J F}}$ are exactly the supported models of $\mathcal{J F}$.

Proof. Follows directly from Lemma 4.6
Recall from Proposition 3.39 that the $\mathcal{B}_{\mathrm{KK}}$-model of $\mathcal{J F}$ is the $\leq_{p}$-least $\mathcal{B}_{\mathrm{sp}}$-model. Given the correspondence of supported semantics of $A_{\mathcal{J F}}$ and $\mathcal{J F}$, the result for the Kripke-Kleene semantics follows.

Proposition 4.9 (Item 2 of Theorem 4.7). The Kripke-Kleene fixpoint of $A_{\mathcal{J F}}$ is equal to the unique $\mathcal{B}_{\mathrm{KK}}-$ model of $\mathcal{J F}$.

Proof. This follows directly from Proposition 3.39 and Proposition 4.8 using the fact that the Kripke-Kleene fixpoint of $A_{\mathcal{J F}}$ is defined as the least fixpoint of $A_{\mathcal{J F}}$.

The proof of the third point of Theorem 4.7 is split in two parts, proven separately in the following propositions.

Proposition 4.10 (Item 3 of Theorem 4.7 first direction). Each stable model of $\mathcal{J F}$ is a partial stable fixpoint of $A_{\mathcal{J F}}$.

Proof. Let $\mathcal{I}=\left(I_{1}, I_{2}\right)$ be a $\mathcal{B}_{\text {st }}$-model of $\mathcal{J F}$. We prove that lfp $\left(A_{\mathcal{J F}}\left(\cdot, I_{2}\right)_{1}\right)=I_{1}$ and that $\operatorname{lfp}\left(A_{\mathcal{J F}}\left(I_{1}, \cdot\right)_{2}\right)=$ $I_{2}$. By Proposition 3.43 it holds that $A_{\mathcal{J F}}(\mathcal{I})=\mathcal{S}_{\left\langle\mathcal{J F}, \mathcal{B}_{\text {sp }}\right\rangle}(\mathcal{I})=\mathcal{I}$. Therefore, we have that $A_{\mathcal{J F}}\left(I_{1}, I_{2}\right)_{1}=I_{1}$ and $A_{\mathcal{J F}}\left(I_{1}, I_{2}\right)_{2}=I_{2}$.

Take $I_{1}^{\prime} \subsetneq I_{1}$ and assume by contradiction that $A_{\mathcal{J F}}\left(I_{1}^{\prime}, I_{2}\right)_{1}=I_{1}^{\prime}$. Define $\mathcal{I}^{\prime}=\left(I_{1}^{\prime}, I_{2}\right)$. Therefore, $\mathcal{I}^{\prime}<_{p} \mathcal{I}$ and $\mathcal{I}(x)=\mathbf{t}$ and $\mathcal{I}^{\prime}(x)=\mathbf{u}$ for all $x \in I_{1}^{\prime} \backslash I_{1}$. By Theorem 3.25, there is a complete support justification $J$ for $\mathcal{I}$ under $\mathcal{B}_{\text {st }}$. Define the partial order $\preceq_{J}$ on $I_{1}: y \preceq_{J} x$ if $y$ is reachable in $J$ from $x$ through positive facts. Since $J$ does not contain infinite positive branches starting from a fact $x \in I_{1}$, we have that $\preceq_{J}$ does not have infinitely descending chains; hence $\preceq_{J}$ is well-founded. The set $I_{1} \backslash I_{1}^{\prime}$ is not empty, hence has a minimal element $x$ with respect to $\preceq_{J}$. Take a child $y$ of $x$ in $J$. We prove that $\mathcal{I}^{\prime}(y)=\mathbf{t}$. If $y$ is open, then $\mathbf{t}=\mathcal{I}(x)=\sup _{\mathcal{B}_{\mathrm{st}}}(x, J, \mathcal{I}) \leq_{t} \mathcal{I}(y)=\mathcal{I}^{\prime}(y)$. If $y$ has a different sign than $x$, then $\mathbf{t}=\mathcal{I}(x)=\sup _{\mathcal{B}_{\text {st }}}(x, J, \mathcal{I}) \leq_{t} \mathcal{I}(y)$. This means that $\sim y \notin I_{2}$ since $y \in \mathcal{F}_{-} ;$hence $\mathcal{I}^{\prime}(y)=\mathbf{t}$. If $y$ has the same sign as $x$, then $\mathbf{t}=\mathcal{I}(x)=\sup _{\mathcal{B}_{\text {st }}}(x, J, \mathcal{I}) \leq_{t} \sup _{\mathcal{B}_{\text {st }}}(y, J, \mathcal{I})=\mathcal{I}(y)$. Therefore, $y \in I_{1}$, which implies that $y \prec_{J} x$. This means that $y \notin I_{1} \backslash I_{1}^{\prime}$. We can conclude that $y \in I_{1}^{\prime}$; hence $\mathcal{I}^{\prime}(y)=\mathbf{t}$. This shows that $\sup _{\mathcal{B}_{\mathrm{sp}}}\left(x, J, \mathcal{I}^{\prime}\right)=\mathbf{t}$, hence $\mathrm{SV}_{\mathcal{B}_{\mathrm{sp}}}\left(x, \mathcal{I}^{\prime}\right)=\mathbf{t}$. This implies that $x \in A_{\mathcal{J F}}\left(I_{1}^{\prime}, I_{2}\right)_{1}=I_{1}^{\prime}$, which contradicts that $x \notin I_{1}^{\prime}$; hence $I_{1}=\operatorname{lfp}\left(A_{\mathcal{J F}}\left(\cdot, I_{2}\right)_{1}\right)$.

Take $I_{1} \subseteq I_{2}^{\prime} \subsetneq I_{2}$ and assume by contradiction that $A_{\mathcal{J F}}\left(I_{1}, I_{2}^{\prime}\right)_{2}=I_{2}^{\prime}$. Define $\mathcal{I}^{\prime \prime}=\left(I_{1}, I_{2}^{\prime}\right)$. Therefore, $\mathcal{I}<_{p} \mathcal{I}^{\prime \prime}$ and $\mathcal{I}(x)=\mathbf{u}$ and $\mathcal{I}^{\prime \prime}(x)=\mathbf{f}$ for all $x \in I_{2} \backslash I_{2}^{\prime}$.

Define the partial order $\preceq_{J}^{\prime}$ on $I_{2}$ the same as before. This order is also well-founded for a similar reason. The set $I_{2} \backslash I_{2}^{\prime}$ is not empty, hence has a minimal element $x$ with respect to $\preceq_{J}^{\prime}$. Take a child $y$ of $x$ in $J$. We prove that $\mathcal{I}^{\prime \prime}(y) \geq_{t} \mathbf{u}$. If $y$ is open, then $\mathbf{u}=\mathcal{I}(x)=\sup _{\mathcal{B}_{\text {st }}}(x, J, \mathcal{I}) \leq_{t} \mathcal{I}(y)=\mathcal{I}^{\prime \prime}(y)$. If $y$ has a different $\operatorname{sign}$ as $x$, then $\mathbf{u}=\mathcal{I}(x)=\sup _{\mathcal{B}_{s t}}(x, J, \mathcal{I}) \leq_{t} \mathcal{I}(y)$. This means that $\sim y \notin I_{2}$ or
$\sim y \in I_{2} \backslash I_{1}$. Therefore, $\sim y \notin I_{2}^{\prime}$ or $\sim y \in I_{2}^{\prime} \backslash I_{1}$, thus $\mathcal{I}^{\prime \prime}(y) \geq_{t} \mathbf{u}$. If $y$ has the same sign as $x$, then $\mathbf{u}=\mathcal{I}(x)=\sup _{\mathcal{B}_{\mathrm{st}}}(x, J, \mathcal{I}) \leq_{t} \sup _{\mathcal{B}_{\text {st }}}(y, J, \mathcal{I})=\mathcal{I}(y)$. Therefore, $y \in I_{2}$, which implies that $y \prec_{J}^{\prime} x$. This means that $y \notin I_{2} \backslash I_{2}^{\prime}$, hence $y \in I_{2}^{\prime}$. We conclude that $\mathcal{I}^{\prime \prime}(y) \geq_{t} \mathbf{u}$. This shows that $\sup _{\mathcal{B}_{\mathrm{sp}}}\left(x, J, \mathcal{I}^{\prime \prime}\right) \geq_{t} \mathbf{u}$, hence $\mathrm{SV}_{\mathcal{B}_{\mathrm{sp}}}\left(x, \mathcal{I}^{\prime \prime}\right) \geq_{t} \mathbf{u}$. This implies that $x \in A_{\mathcal{J F}}\left(I_{1}, I_{2}^{\prime}\right)_{2}=I_{2}^{\prime}$, which contradicts that $x \notin I_{2}^{\prime}$, concluding that $I_{2}=\operatorname{lfp}\left(A_{\mathcal{J F}}\left(I_{1}, \cdot\right)_{2}\right)$. This finishes the proof that $\mathcal{I}$ is a partial stable fixpoint of $A_{\mathcal{J F}}$.

For the other direction, we first need the following lemma.

Proof. Take an arbitrary justification $J$ with $x$ as internal node. There is a child $y$ of $x$ with $\mathcal{I}(y)=\mathbf{f}$. If $y$ has a different $\operatorname{sign}$ than $x$, then $\sup _{\mathcal{B}_{\mathrm{st}}}(x, J, \mathcal{I})=\mathbf{f}$. Otherwise, by iterating this argument, we can construct either a finite branch ending in a $z$ with $\mathcal{I}(z)=\mathbf{f}$ or an infinite branch such that every element $z$ in $\mathbf{b}$ has $\mathcal{I}(z)=\mathbf{f}$ and $z$ has the same sign as $x$. Since $x$ is positive, this means that $\sup _{\mathcal{B}_{\mathrm{st}}}(x, J, \mathcal{I})=\mathbf{f}$. This concludes the proof that $\mathrm{SV}_{\mathcal{B}_{\mathrm{st}}}(x, \mathcal{I})=\mathbf{f}$.

We are now ready to prove the second part of the third point of Theorem 4.7.
Proposition 4.12 (Item 3 of Theorem 4.7. second direction). Each partial stable fixpoint of $A_{\mathcal{J F}}$ is a stable model of $\mathcal{J F}$.

Proof. Let $\mathcal{I}=\left(I_{1}, I_{2}\right)$ be a partial stable fixpoint of $A_{\mathcal{J F}}$. We prove that $\mathrm{SV}_{\mathcal{B}_{\mathrm{st}}}(x, \mathcal{I})=\mathcal{I}(x)$ for $x \in \mathcal{F}_{+}$. By consistency of $\mathcal{S}_{\left\langle\mathcal{J F}, \mathcal{B}_{\text {st }}\right\rangle}$ Marynissen et al. 2018), this proves that $\mathcal{I}$ is a stable model of $\mathcal{J F}$. We prove our claim in three parts.

Part 1: $\operatorname{SV}_{\mathcal{B}_{\mathrm{st}}}(x, \mathcal{I})=\mathcal{I}(x)=\mathbf{t}$ for all $x \in I_{1}$. Since $I_{1}$ is $\operatorname{lfp}\left(A_{\mathcal{J F}}\left(\cdot, I_{2}\right)_{1}\right)$, there is a sequence $\left(K_{i}\right)_{i \leq \beta}$ for some ordinal number $\beta$ so that

- $K_{0}=\emptyset ;$
- $K_{i+1}=A_{\mathcal{J F}}\left(K_{i}, I_{2}\right)_{1}$ for all $i<\beta$;
- $K_{\alpha}=\bigcup_{i<\alpha} K_{i}$ for all limit ordinals $\alpha \leq \beta$;
- $K_{\beta}=I_{1}$.

Now, for every $x \in I_{1}$, there is a least ordinal $i_{x}$ such that $x \notin K_{i_{x}}$, while $x \in K_{i_{x}+1}$. This means that there is a rule $x \leftarrow A_{x}$ such that for all $y \in A_{x}$ we have that $\left(K_{i_{x}}, I_{2}\right)(y)=\mathbf{t}$. Since $\left(K_{i_{x}}, I_{2}\right) \leq_{p} \mathcal{I}$ we have that $\mathcal{I}(y)=\mathbf{t}$ for all $y \in A_{x}$.

We now define $J$ to be the justification with exactly the rules $x \leftarrow A_{x}$ for $x \in I_{1}$. Every $J$-branch is finite and ending in an element in $\mathcal{F}_{-} \cup \mathcal{F}_{o}$. Indeed, an infinite $J$-branch $x=x_{0} \rightarrow x_{1} \rightarrow \cdots$ implies the existence of a strictly decreasing sequence of ordinals $\left(i_{x_{0}}, i_{x_{1}}, \ldots\right)$, which cannot be the case. Since every $J$-branch is finite, and $\mathcal{B}_{\text {st }}$ maps each finite branch to a fact occurring on that branch, the value of $J$-branch starting from $x$ is an element of $J$, hence $\sup _{\mathcal{B}_{\text {st }}}(x, J, \mathcal{I})=\mathbf{t}$.

Part 2: $\operatorname{SV}_{\mathcal{B}_{\text {st }}}(x, \mathcal{I})=\mathcal{I}(x)=\mathbf{u}$ for all $x \in I_{2} \backslash I_{1}$. Since $I_{2}$ is $\operatorname{lfp}\left(A_{\mathcal{J F}}\left(I_{1}, \cdot\right)_{2}\right)$, there is a sequence $\left(M_{i}\right)_{i \leq \beta}$ for some ordinal number $\beta$ so that

- $M_{0}=I_{1}$;
- $M_{i+1}=A_{\mathcal{J F}}\left(I_{1}, M_{i}\right)_{2}$ for $i<\beta$;
- $M_{\alpha}=\bigcup_{i<\alpha} M_{i}$ for limit ordinal $\alpha \leq \beta$;
- $M_{\beta}=I_{2}$.

For every $x \in I_{2} \backslash I_{1}$, there is a least ordinal $j_{x}$ such that $x \notin M_{j_{x}}$, while $x \in M_{j_{x}+1}$. Therefore, there is a rule $x \leftarrow C_{x}$ such that for all $y \in C_{x}$ we have that $\left(I_{1}, M_{j_{x}}\right)(y) \geq_{t} \mathbf{u}$. Since $\mathcal{I} \leq_{p}\left(I_{1}, M_{j_{x}}\right)$ we have that $\mathcal{I}(y) \geq_{t} \mathbf{u}$ for all $y \in C_{x}$.

Define $J^{\prime}$ to be the justification with exactly the rules $x \leftarrow C_{x}$ for $x \in I_{2} \backslash I_{1}$. By a similar reasoning as in the first part, we have that every $J^{\prime}$-branch is finite and ending in $I_{1} \cup \mathcal{F}_{-} \cup \mathcal{F}_{o}$. Define $J^{*}$ as $J^{\prime} \uparrow J$, with $J$ the justification from the first part. A $J^{*}$-branch is either a $J^{\prime}$-branch or a concatenation of a $J^{\prime}$-branch with a $J$-branch. This means that $J^{*}$ does not have infinite branches. By construction, we have for every element $y$ in $J^{*}$ that $\mathcal{I}(y) \geq_{t} \mathbf{u}$. The evaluation of a $J^{*}$-branch is equal to an element in $J^{*}$; hence $\sup _{\mathcal{B}_{\text {st }}}\left(x, J^{*}, \mathcal{I}\right) \geq_{t} \mathbf{u}$.

However, every justification for $x$ has a branch $\mathbf{b}$ such that $\mathcal{I}\left(\mathcal{B}_{\mathrm{st}}(\mathbf{b})\right) \leq_{t} \mathbf{u}$; hence $\mathrm{SV}_{\mathcal{B}_{\mathrm{st}}}(x, \mathcal{I})=\mathbf{u}=\mathcal{I}(x)$. Indeed, for every $y$ with $\mathcal{I}(y) \leq_{t} \mathbf{u}$ and rule $y \leftarrow C$ there is a $c \in C$ with $\mathcal{I}(c) \leq_{t} \mathbf{u}$. This constructs a branch $\mathbf{b}$ such that for every element $y$ in $\mathbf{b}$ we have that $\mathcal{I}(y) \leq_{t} \mathbf{u}$. We know that $\mathcal{B}_{\text {st }}(\mathbf{b}) \neq \mathbf{t}$; otherwise $\mathbf{b}$ is completely negative or ending in $\mathbf{t}$. Therefore, $\mathcal{B}_{\text {st }}$ maps $\mathbf{b}$ to an element in $\mathbf{b}$ or to $\mathbf{f}$ or $\mathbf{u}$. This proves that $\mathcal{I}\left(\mathcal{B}_{\text {st }}(\mathbf{b})\right) \leq_{t} \mathbf{u}$.

Part 3: $\operatorname{SV}_{\mathcal{B}_{\mathrm{st}}}(x, \mathcal{I})=\mathcal{I}(x)=\mathbf{f}$ for all $x \in \mathcal{F}_{+} \backslash I_{2}$. This is immediate from Lemma 4.11.
Example 4.13. Let $\mathcal{F}=\{x, \sim x, y, \sim y, z, \sim z\} \cup \mathcal{L}, \mathcal{F}_{+}=\{x, y, z\}$, and let $R$ be the (complementary) set of rules

$$
\left\{\begin{array}{ll}
x \leftarrow y & \sim x \leftarrow \sim y \\
y \leftarrow \sim z & \sim y \leftarrow z \\
z \leftarrow \sim x, \sim y & \sim z \leftarrow x \quad \sim z \leftarrow y
\end{array}\right\}
$$

The approximator $A_{\mathcal{J F}}$ has three partial stable fixpoints, namely $(\{x, y\},\{x, y\}),(\{z\},\{z\})$ and $(\emptyset,\{x, y, z\})$.
Let us take a look at the fixpoint $(\{x, y\},\{x, y\})$. Since it is a stable fixpoint, we know that $(\{x, y\},\{x, y\})$ is a least fixpoint of $A_{\mathcal{J F}}(\cdot,\{x, y\})$. This operator is monotone with respect to $\subseteq$; hence we can construct the fixpoint by iteratively applying the operator on $(\emptyset,\{x, y\})$. This produces the following sequence.

$$
(\emptyset,\{x, y\}) \rightarrow(\{y\},\{x, y\}) \rightarrow(\{x, y\},\{x, y\})
$$

The first step uses the rule $y \leftarrow \sim z$, while the second step uses the rule $x \leftarrow y$. Combining the two we get the justification $x \rightarrow y \rightarrow \sim z$. All nodes of this justification are true in the model $(\{x, y\},\{x, y\})$; all its internal nodes are positive, and each defined leaf is negative. This illustrates the first step of the proof of Proposition 4.12 By extending the found justification, we get a locally complete justification with the same value as the supported value.

The last point now follows immediately.
Proposition 4.14 (Item 4 of Theorem 4.7). The well-founded fixpoint of $A_{\mathcal{J F}}$ is the unique well-founded model of $\mathcal{J F}$.

Proof. This follows directly by combining item 3 of Theorem 4.7 with Proposition 3.42

## 5. Ultimate Semantics for Justification Frames

When applying AFT to new domains, there is not always a clear choice of approximator to use; the operator on the other hand is often clearer. Denecker et al. (2004) studied the space of approximators and observed that consistent approximators can naturally be ordered according to their precision. Specifically, if $A$ and $B$ are approximators of $O$, we call $A$ more precise than $B$ if $A(x, y) \geq_{p} B(x, y)$ for all $(x, y) \in L^{C}$. It then holds that a more precise approximator yields more precise results: for instance, if $A$ is more precise than $B$, then the $A$-well-founded fixpoint is guaranteed to be more precise than the $B$-well-founded fixpoint. They also observed that the space of consistent approximators of $O$ has a most precise element, called

[^11]In the context of logic programming, the step from the standard approximator (which is Fitting's partial immediate consequence operator (Fitting, 2002)) to the ultimate approximator roughly boils down to using supervaluations (Fitting, 1994, van Fraassen, 1966) instead of Kleene's truth tables (Kleene, 1938). The ultimate approximator of an operator $O: L \rightarrow L$ has the following form (Denecker et al. |2004):

$$
\mathrm{U}(O): L^{c} \rightarrow L^{c}:(x, y) \mapsto\left(\bigwedge_{x \leq z \leq y} O(z), \bigvee_{x \leq z \leq y} O(z)\right)
$$

where $\bigwedge$ (respectively $\bigvee$ ) are the greatest lower (respectively least upper) bound with respect to $\leq$. If an approximator $A$ approximates an operator $O$, then we abuse notation by defining $\mathrm{U}(A):=\mathrm{U}(O)$.

In the context of justification theory, the justification frame uniquely determines the approximator at hand. Still, we show that it is possible to obtain ultimate semantics here as well. To do so, we will develop a method to transform a justification frame $\mathcal{J F}$ into its ultimate frame $\mathrm{U}(\mathcal{J F})$. We will then show that mechanism to go from any semantics induced by justification theory (for arbitrary branch evaluations - not just for those that have an AFT counterpart) to an ultimate variant thereof. Our construction is as follows:

Definition 5.1. Let $\mathcal{J F}$ be a complementary justification frame. Let $X$ be the set of rules with a positive head. Let $X^{*}$ be the least (w.r.t. $\subseteq$ ) set containing $X$ that is closed under the addition of rules $x \leftarrow A$

- if there is a rule $x \leftarrow B$ with $B \subseteq A$, or
- if there are rules $x \leftarrow\{y\} \cup A$ and $x \leftarrow\{\sim y\} \cup A$.

Let $Y$ be the complementation of $X^{*}$. Then $\mathrm{U}(\mathcal{J F})$ is defined to be the complementary justification frame $\left\langle\mathcal{F}, \mathcal{F}_{d}, Y\right\rangle$. We call $\mathrm{U}(\mathcal{J F})$ the ultimate frame of $\mathcal{J F}$.

The first rule in the construction of $X^{*}$ contains several redundant rules that would strictly speaking not be required. However, it is sometimes convenient to know that the rule set is closed under the first rule as well.

Example 5.2. Let $\mathcal{F}_{d}=\{x, \sim x\}$ and $\mathcal{F}_{o}=\{a, \sim a, b, \sim b\} \cup \mathcal{F}_{o}$. Take $R$ to be the (complementary) set of rules

$$
\left\{\begin{array}{lll}
x \leftarrow a, x & \sim x \leftarrow \sim a, \sim b & \sim x \leftarrow \sim a, x \\
x \leftarrow b, \sim x & \sim x \leftarrow \sim b, \sim x & \sim x \leftarrow x, \sim x
\end{array}\right\}
$$

A rule $x \leftarrow A$ is minimal, if there is no rule $x \leftarrow B$ with $B \subset A$. For determining the supported value, one only needs to take minimal rules into account. The justification frame $\mathrm{U}(\mathcal{J F})$ has exactly the following minimal rules:

$$
\begin{array}{crr}
x \leftarrow a, x & x \leftarrow b, \sim x & x \leftarrow a, b \\
\sim x \leftarrow \sim a, \sim b & \sim x \leftarrow \sim a, x & \sim x \leftarrow \sim b, \sim x
\end{array}
$$

Of course, it contains many non-minimal rules, for example $x \leftarrow a, b, x$.
The justifications in the original system containing $x$ as an internal node are exactly the following:


Assume from now on we are working under $\mathcal{B}_{\text {st }}$. The value of the leftmost justification for $x$ is $\mathbf{f}$ in every interpretation. The values of the other justifications for $x$ are at most $\mathbf{u}$ in $\mathcal{B}_{\text {st }}$-models. If it would be $\mathbf{t}$, then the value of these justifications for $x$ is equal to the value of $\sim x$, which is $\mathbf{f}$.

In the ultimate justification frame, the minimal rule $x \leftarrow a, b$ is added and (as a consequence) on the negative side the minimal rule $\sim x \leftarrow x, \sim x$ is removed ${ }^{16]}$ This allows for the justification


If the interpretation of $a$ and $b$ is $\mathbf{t}$, then the value of this justification for $x$ is $\mathbf{t}$. Therefore, $(\{a, b, x\},\{a, b, x\})$ is an ultimate stable model, while not a stable model. Note that the rightmost justification of $\mathcal{J F}$ is not a justification in $\mathrm{U}(\mathcal{J F})$, due to the removal of the rule $\sim x \leftarrow x, \sim x$.

Remark 5.3. The ultimate semantics intuitively "joins" multiple rules for the same fact. That is, if there are two rules for $p$, say

$$
p \leftarrow p \quad p \leftarrow \sim p,
$$

it treats these two as one monolithic rule

$$
p \leftarrow(p \vee \sim p)
$$

where it can reason powerfully over the propositional formula in the body. Of course, such disjunctive bodies cannot formally be expressed in justification theory. However, there are formalisms (such as aggregates (Faber et al., 2011) and abstract constraint atoms (Marek and Truszczyński, 2004) in which such complicated bodies can be represented. Moreover, ultimate semantics has been used to characterize and classify semantics of logic programs with aggregates (Mariën, 2009, Vanbesien et al., 2022).

It can be seen that the construction adds rules to $\mathcal{J F}$ in two cases. For the first type, if $x \leftarrow B$ is a rule in $R$ with $B \subseteq A$, then if $B$ is sufficient to derive $x$, clearly so is $A$. The second type of rule addition essentially performs some sort of case splitting. It states that if a set of facts $A$ can be used with either $y$ or $\sim y$ to derive $x$, then the essence for deriving $x$ is the set $A$ itself. In that case, the rule $x \leftarrow A$ is added to the ultimate frame. It turns out that this rule of case splitting is indeed sufficient to reconstruct the ultimate semantics in JT. This is formalised in the main theorem of this section:

Theorem 5.4. For any frame $\mathcal{J F}, A_{\mathrm{U}(\mathcal{J F})}=\mathrm{U}\left(O_{\mathcal{J F}}\right)$.
An immediate corollary is, for instance that the set of stable models of $U(\mathcal{J F})$ equals the set of ultimate stable fixpoints of $O_{\mathcal{J F}}$, and similarly for other semantics. Recall that, in the context of lattices with the subset order, which is what we are concerned with here, the ultimate approximator is defined as follows (Denecker et al., 2004):

$$
\begin{equation*}
\mathrm{U}(O)\left(I_{1}, I_{2}\right)=\left(\bigcap_{I_{1} \subseteq K \subseteq I_{2}} O(K), \bigcup_{I_{1} \subseteq K \subseteq I_{2}} O(K)\right) . \tag{1}
\end{equation*}
$$

The proof of Theorem 5.4 makes use of the following intermediate results.
Lemma 5.5. Let $\mathcal{I}$ be an interpretation and $x \in \mathcal{F}_{d}$.
If $O_{\mathcal{J F}}\left(\mathcal{I}^{\prime}\right)(x)=\mathbf{t}$ (respectively $\mathbf{f}$ ) for all exact interpretations $\mathcal{I}^{\prime}$ with $\mathcal{I}^{\prime} \geq_{p} \mathcal{I}$, then $A_{U(\mathcal{J F})}(\mathcal{I})(x)=\mathbf{t}$ (resp. f).

Proof. Let $\mathcal{I}=\left(I_{1}, I_{2}\right)$. We first prove this for the case $\mathbf{t}$. Define $X=I_{2} \backslash I_{1}$, then we know that $X=\left\{y \in \mathcal{F}_{d} \mid \mathcal{I}(y)=\mathbf{u}\right\}$. We prove for all $Y \subseteq X$ and all complete consistent subsets $A$ over $X \backslash Y$ that the rule $x \leftarrow\{\mathbf{t}\} \cup I_{1} \cup \sim\left(\mathcal{F}_{+} \backslash I_{2}\right) \cup A$ is a rule in $\mathrm{U}(\mathcal{J F})$. A complete consistent subset $A$ of $Z$ is a subset such

[^12]that for each $z \in Z$ exactly one of $z$ and $\sim z$ is in $A$. If $Y=X$, then we get that $x \leftarrow\{\mathbf{t}\} \cup I_{1} \cup \sim\left(\mathcal{F}_{+} \backslash I_{2}\right)$ is a rule in $\mathrm{U}(\mathcal{J F})$ with every element $y$ in its body we have $\mathcal{I}(y)=\mathbf{t}$, completing our proof. We prove our claim by well-founded induction.

Assume $Y=\emptyset$. Take a complete consistent set $A$ over $X$. Define $K=I_{1} \cup\left(A \cap \mathcal{F}_{+}\right)$. Since $\mathcal{I} \leq{ }_{p}(K, K)$, we have a rule $x \leftarrow B$ in $\mathcal{J F}$ with $(K, K)(b)=\mathbf{t}$ for all $b \in B$. The true facts in $(K, K)$ are $\{\mathbf{t}\} \cup I_{1} \cup \sim\left(\mathcal{F}_{+} \backslash I_{2}\right) \cup A$. So we have a rule $x \leftarrow B$ with $B \subseteq\{\mathbf{t}\} \cup I_{1} \cup \sim\left(\mathcal{F}_{+} \backslash I_{2}\right) \cup A$. By the construction of the ultimate fame (Definition 5.1), we can extend it to the rule $x \leftarrow I_{1} \cup \sim\left(\mathcal{F}_{+} \backslash I_{2}\right) \cup A$ in $\mathrm{U}(\mathcal{J F})$.

Take $Y \neq \emptyset$. Assume by induction the claim holds for all $Y^{\prime} \subsetneq Y$. Take any $y \in Y$ and a complete consistent set $A$ over $X \backslash Y$. Then $A \cup\{y\}$ and $A \cup\{\sim y\}$ are complete consistent sets over $X \backslash(Y \backslash\{y\})$. So by induction there are rules $x \leftarrow I_{1} \cup\left(\mathcal{F}_{+} \backslash I_{2}\right) \cup A \cup\{y\}$ and $x \leftarrow I_{1} \cup\left(\mathcal{F}_{+} \backslash I_{2}\right) \cup A \cup\{\sim y\}$ in $\cup(\mathcal{J F})$. This means that $x \leftarrow I_{1} \cup\left(\mathcal{F}_{+} \backslash I_{2}\right) \cup A$ is a rule in $\mathrm{U}(\mathcal{J F})$.

The case for $\mathbf{f}$ follows easily from the $\mathbf{t}$ case. We have for all exact interpretations $\mathcal{I}^{\prime}$ with $\mathcal{I} \leq_{p} \mathcal{I}^{\prime}$ that $A_{\mathcal{J F}}\left(\mathcal{I}^{\prime}\right)(x)=\mathbf{f}$, i.e., by consistency that $A_{\mathcal{J F}}(I, I)(\sim x)=\mathbf{t}$. By the first part of the lemma, we have that $A_{\mathrm{U}(\mathcal{J F})}(\mathcal{I})(\sim x)=\mathbf{t}$; hence $A_{\mathrm{U}(\mathcal{J F})}(\mathcal{I})(x)=\mathbf{f}$.

Combining this lemma with Eq. (1) of the ultimate approximator immediately yields that the operator $A_{\mathrm{U}(\mathcal{J F})}(\mathcal{I})$ is as least as precise as the ultimate approximator of $O_{\mathcal{J F}}$.
Lemma 5.6. For all $\mathcal{I}$ we have $\mathrm{U}\left(O_{\mathcal{J F}}\right)(\mathcal{I}) \leq{ }_{p} A_{\mathrm{U}(\mathcal{J F})}(\mathcal{I})$.
Proof. Take $x \in \mathcal{F}_{+}$.
If $\mathrm{U}\left(O_{\mathcal{J F}}\right)(\mathcal{I})(x)=\mathbf{u}$, then it is obvious that $A_{\mathrm{U}(\mathcal{J F})}(\mathcal{I})(x) \geq_{p} \mathbf{u}=\mathrm{U}\left(O_{\mathcal{J F}}\right)(\mathcal{I})(x)$.
If $\mathrm{U}\left(O_{\mathcal{J F}}\right)(\mathcal{I})(x)=\mathbf{t}$, then $x \in \cap_{I_{1} \subseteq K \subseteq I_{2}} O_{\mathcal{J F}}(K, K)_{1}$; hence $O_{\mathcal{J F}}(K, K)(x)=\mathbf{t}$ for all exact interpretations $(K, K) \geq_{p} \mathcal{I}$. Therefore, by Lemma 5.5. we have that $A_{\mathrm{U}(\mathcal{J F})}(\mathcal{I})(x)=\mathbf{t}=\mathrm{U}\left(O_{\mathcal{J F}}\right)(\mathcal{I})(x)$.

If $\mathrm{U}\left(O_{\mathcal{J F}}\right)(\mathcal{I})(x)=\mathbf{f}$, then $x \notin \cup_{I_{1} \subseteq K \subseteq I_{2}} O_{\mathcal{J F}}(K, K)_{1}$; hence $O_{\mathcal{J F}}(K, K)(x)=\mathbf{f}$ for all exact interpretations $(K, K) \geq_{p} \mathcal{I}$. By Lemma 5.5 it follows that $A_{\mathrm{U}(\mathcal{J F})}(\mathcal{I})(x)=\mathbf{f}=\mathrm{U}\left(O_{\mathcal{J F}}\right)(\mathcal{I})(x)$.

Similarly, we can prove for all $x \in \mathcal{F}_{-}$that $\mathrm{U}\left(O_{\mathcal{J F}}\right)(\mathcal{I})(x) \leq_{p} A_{\mathrm{U}(\mathcal{J F})}(\mathcal{I})(x)$.
Since the ultimate approximator is the most precise approximator of any given operator, all that is left to prove, to indeed obtain Theorem 5.4 is that $A_{\mathrm{U}(\mathcal{J F})}$ indeed approximates $O_{\mathcal{J F}}$. That is the content of the last lemma.

Lemma 5.7. $A_{\mathrm{U}(\mathcal{J F})}$ is an approximator of $O_{\mathcal{J F}}$.
Proof. Take $I \subseteq \mathcal{F}_{+}$. Adding a rule $x \leftarrow B$ to $\mathcal{J F}$ if $x \leftarrow A$ is in $\mathcal{J F}$ with $A \subsetneq B$, does not change $A_{\mathcal{J F}}(I, I)$. Similarly, adding a rule $x \leftarrow A$ to $\mathcal{J F}$ if $x \leftarrow A \cup\{y\}$ and $x \leftarrow A \cup\{\sim y\}$ are in $\mathcal{J F}$ does not change $A_{\mathcal{J F}}(I, I)$. This means that $O_{\mathcal{J F}}(I)=A_{\mathcal{J F}}(I, I)=A_{\mathrm{U}(\mathcal{J F})}(I, I)$.

## 6. Discussion and Conclusion

In this paper, we presented a general mechanism to translate justification frames into approximating operators and showed that this transformation preserves all semantics the two formalisms have in common. The correspondence we established provides ample opportunity for future work and in fact probably generates more questions than it answers.

By embedding JT in AFT, JT gets access to a rich body of theoretical results developed for AFT. One example of this is stratification: we have a good understanding of when an approximator is stratifiable (Vennekens et al., 2006) and what this means for the computation of the fixpoints at hand (essentially, they can be computed "piece by piece" following the stratification). If we can now identify syntactic conditions on the justification frame at hand that guarantee that the induced operator is stratifiable, then we immediately know that those semantics that have a counterpart in AFT can indeed be computed following the stratification. Of course, there is a major limitation here: these results are only directly applicable to branch evaluations that have a counterpart in AFT. A question that immediately arises is whether results such as stratification results also apply to other branch evaluations, and which assumptions on branch evaluations would be required for that.

Another question that pops up on the justification side is whether concepts such as groundedness (Bogaerts et al., 2015a b) or safety (Bogaerts et al. 2018) can be transferred to JT.

On the AFT side, this embedding calls for a general algebraic study of explanations. Indeed, for certain approximators, namely those that are induced by a justification frame, our results give us a method for answering certain why questions in a graph-based manner (justifications allow us to answer why a fact is true or false in a given model). Lifting this notion of explanation to general approximators would benefit domains of logics that are covered by AFT but not by JT, such as auto-epistemic logic (Moore, 1985) and default logic (Reiter, 1980). A difficulty in doing so is that AFT is defined over arbitrary lattices, that do not necessarily need to be subset-lattices.

Another question that emerges naturally is how nesting of justification frames fits into this story. This notion of nesting was originally defined by Denecker et al. (2015) in order to capture semantics of nested least and greatest fixpoints (Hou et al., 2010). Denecker et al. defined the semantics of such nested justification systems using an operation called compression, which turns a nested system into an unnested one. Our embedding would in principle apply to the result of this operation, were it not that compression can result in rules with $\mathbf{u}$ in their body, thus violating the condition of Proposition 4.4. Recently, we have shown that the semantics of nested systems can also be characterized without compression, but using a different branch evaluation that makes a distinction between different levels of nesting (Marynissen et al., 2022). Our embedding now raises the question whether this new branch evaluation gives rise to new fixpoint constructions or a notion of nested operator on the algebraic side.

Finally, justifications have appeared in many different forms in the literature. The formal connection between these different types of justifications has not yet been investigated. It would be interesting to find out if there are any formal connections, and to which extent the results of the current paper carry over to the framework of Fages (1990), Schulz and Toni (2013), or Cabalar et al. (2014). An important remark here is that these three frameworks all focus on providing justifications for a single semantics, whereas JT supports uniformly characterizing all major semantics of logic programming, through the use of different branch evaluations.
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[^1]:    ${ }^{1}$ Essentially, this transformation performs some sort of case splitting.
    ${ }^{2}$ Where it received a Distinguished Paper Award.

[^2]:    ${ }^{3}$ There are also logic programming formalisms that have parameters; for instance the input atoms in the terminology of Janhunen et al. (2009) correspond to parameters in justification theory.
    ${ }^{4}$ Answer Set Programming supports a second negation operator - called explicit negation which can appear in head of rules. However, $\sim$ is no match with - , as can be seen in the rest of this paragraph. Semantic extensions of ASP also extend in which default negation can appear in the head of a rule (Inoue and Sakama 1998).
    ${ }^{5}$ The existence of selection functions for arbitrary justification frames depends on the axiom of choice.

[^3]:    ${ }^{6}$ Complementation as described here is similar in flavour to Clark's completion Clark 1978, except that the result is not a propositional theory, but a set of rules for positive and negative facts. As we shall see later, this is useful for defining a variety of semantics, formalizing different sorts of reasons why certain facts are true or false.

[^4]:    ${ }^{7}$ This process of iterated "Why?" questions will sound familiar to many parents, expecially how exhaustive it can be!

[^5]:    ${ }^{8}$ In earlier work, a head-determined branch was called decided, and a tail-determined branch was called transitive. We chose here for a slightly different naming to better reflect the properties at hand.

[^6]:    ${ }^{9}$ A well-order is a total partial order $\langle S, \leq\rangle$ without infinite strictly descending sequences.

[^7]:    ${ }^{10}$ The well-ordering theorem is equivalent to the axiom of choice (Hazewinkel 2007), which we assume in this paper.

[^8]:    ${ }^{11}$ However, for tree-like justifications, this question has recently been resolved Marynissen and Bogaerts, 2022).

[^9]:    ${ }^{12}$ Many more examples can be found in the PhD thesis of Bogaerts (2015).
    ${ }^{13}$ Readers familiar with logic programming semantics might have observed that $A(\cdot,\{q\})_{1}$ is actually the immediate consequence operator of the reduct (Gelfond and Lifschitz 1988) of the program with respect to $\{q\}$. This holds in general.

[^10]:    ${ }^{14}$ You and Yuan (1990) argue that $\mathbf{u}$ itself is needed only for a very special type of logic programs.

[^11]:    ${ }^{15}$ This added precision has an increased computational cost (Denecker et al. 2004. Theorems 6.12 and 6.13).

[^12]:    ${ }^{16}$ Technically, the definition of the ultimate frame does not say that this rule is "removed" but it recomputes the rules for negative facts by complementing $X^{*}$. The net effect is that this rule is removed.

