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Answer set programming (ASP) is a well-established knowledge representation formalism. Most ASP solvers are based on (extensions of) technology from Boolean satisfiability solving. While these solvers have shown to be very successful in many practical applications, their strength is limited by their underlying proof system, resolution. In this paper, we present a new tool LP2PB that translates ASP programs into pseudo-Boolean theories, for which solvers based on the (stronger) cutting plane proof system exist. We evaluate our tool, and the potential of cutting-plane–based solving for ASP on traditional ASP benchmarks as well as benchmarks from pseudo-Boolean solving. Our results are mixed: overall, traditional ASP solvers still outperform our translational approach, but several benchmark families are identified where the balance shifts the other way, thereby suggesting that further investigation into a stronger proof system for ASP is valuable.

1 Introduction

Answer set programming (ASP) is a well-established knowledge representation formalism that grew from the observation that stable models [33] of a logic program can be used to encode search problems [59, 62, 49]. ASP is rapidly gaining adoption, with applications in domains such as decision support for the Space Shuttle [63], product configuration [75], phylogenetic inference [45, 11], knowledge management [37], e-Tourism [65], biology [32], robotics [5], and machine learning [41, 12].

The success of ASP can, to a large extend, be explained by two factors. The first factor is a rich, first-order language, ASP-Core2 [13], to express knowledge in, with an easy-to-understand modeling methodology known as generate-define-and-test. The second factor is the availability of a large number of reliable tools — grounders [31, 46] and solvers [28, 3, 16] — that allow to efficiently compute stable models of a given logic program.

Throughout its history, ASP has always benefited from progress in other domains of combinatorial search. For instance, the addition of conflict-driven clause learning (CDCL) [60] to Boolean satisfiability (SAT) solvers is often recognized as one of the most important leaps forward in SAT solving; this technique was very quickly adopted in ASP. In fact, the relation goes two ways, CLASP, a native ASP solver has long been one of the best performing SAT solvers. A recent example of such positive reinforcement between domains is found in recent constraint ASP systems [6], which use techniques from SAT modulo theories [7] and from constraint programming [66] — in particular, lazy clause generation [73].

Next to native solvers, also various ASP tools are available based on translations to other formalisms: to SAT [43], to difference logic [44], to mixed integer programming [53], and to SAT modulo acyclicity [27]. Our current work fits in this line, by translating answer set programs into (linear) pseudo-Boolean (PB) constraints [67].

Most modern ASP solvers are built on conflict-driven clause learning and thus on the resolution proof system. This also holds for ASP solvers with native support for aggregates, which typically employ
lazy clause generation techniques, essentially compiling their theory lazily into clauses and henceforth relying on the underlying CDCL solver. The advantage of building on CDCL technology is that this has been researched intensely, and the simplicity of using only clauses allows for highly optimized implementations, resulting in efficient, well-engineered solvers. The disadvantage is that the resolution proof system is known to be weak; for several very simple problems, resolution proofs are exponentially large; the most notorious such problem is the pigeon hole problem. In practice this means that modern CDCL solvers can, for instance, not solve the problem “do 15 pigeons fit in 14 holes?” One way to avoid this limitation, is using symmetry exploitation methods, which are well-researched in SAT [1, 19, 18, 61], and have also been ported to ASP [21, 17]. but the detection of symmetries is often very brittle, e.g., adding redundant constraints often removes symmetries. Another option is using a stronger proof system, such as the cutting planes proof system [15]. This proof system works on linear constraints over the integers, or, when restricted to $0-1$ variables, on so-called pseudo-Boolean constraints. Recent research in the field of pseudo-Boolean solving has resulted in a new and efficient solver, ROUNDINGSAT [24], that builds on previous work to integrate conflict-driven search with the cutting plane proof system [20, 14, 68, 57, 9]. This recent improvement in pseudo-Boolean solving triggers the question whether answer set programming could also benefit from these techniques.

The main contribution of this paper is the introduction and experimental validation of a new tool LP2PB that translates ground logic programs into pseudo-Boolean theories. This tool is valuable both for the ASP community and for the PB community. For ASP, it enables the use of an extra class of solvers. Furthermore, since we translate into the well-accepted OPB standard format for pseudo-Boolean problems, compatibility of future pseudo-Boolean solvers is obtained for free, allowing us to quickly test the potential of novel PB solving techniques for logic programming. Additionally, the OPB format is supported by important industrial tools such as GUROBI [38]. For the PB community, this tool provides access to a new set of applications and benchmarks. Additionally, it establishes answer set programming as a modelling language for PB solvers, thereby bypassing the need to write by hand a program that generates benchmarks for every new class of benchmarks considered.

We experimentally validate LP2PB on two classes of benchmarks. On novel ASP models of four benchmark families where the difference between cutting planes and resolution is known to be essential, our approach, unsurprisingly, outperforms traditional ASP solvers. On benchmarks from the latest ASP competition, we find that overall, traditional ASP solvers are still more efficient, but several benchmark families (mainly optimization problems) are found where the cutting plane proof system pays off.

The rest of this paper is structured as follows. In Section 2, we introduce preliminaries on ASP and pseudo-Boolean constraints. In Sections 3 and 4 we discuss our translation and its implementation respectively. Section 5 contains our experiments. In Section 6 we discuss some closely related work and we conclude in Section 7.

2 Preliminaries

A vocabulary is a set of symbols, also called atoms; vocabularies are denoted by $\sigma, \tau$. A literal is an atom $p$ or its negation $\bar{p}$. An interpretation $I$ of a vocabulary $\sigma$ is a subset of $\sigma$. We use the truth values true (t) and false (f) and will identify $t$ with 1 and $f$ with 0, as is common in pseudo-Boolean theories. The truth value of an atom $p \in \sigma$ in an interpretation $I$ (denoted $p^I$) is 1 if $p \in I$ and 0 otherwise. The truth value of literals, conjunctions of literals, and clauses (disjunctions of literal) are defined as usual.

---

1 See [http://www.cril.univ-artois.fr/PB10/format.pdf](http://www.cril.univ-artois.fr/PB10/format.pdf)
**Pseudo-Boolean Constraints** A (linear) pseudo-Boolean constraint over $\sigma$ is a linear constraint with variables from $\sigma$, i.e., an expression of the form

$$\sum_{i} w_i x_i \sim b$$

with $w_i, b \in \mathbb{Z}$, $x_i \in \sigma$, and $\sim$ one of $<, >, \leq, \geq$, and $=.$ The value of a $\sum_{i=1}^{n} w_i x_i$ in $I$ is, as usual, defined as $\sum_{i=1}^{n} w_i x_i^I$. A pseudo-Boolean constraint of the form (1) is satisfied in $I$ if $\sum_{i=1}^{n} w_i x_i^I \sim b$. A pseudo-Boolean theory is a set of pseudo-Boolean constraints. A model of a pseudo-Boolean theory $T$ is an interpretation $I$ such that all constraints are satisfied in $I$.

**Logic Programming** A normal logic program $P$ over vocabulary $\sigma$ is a set of rules $r$ of form

$$h \leftarrow a_1 \land \cdots \land a_n \land \overline{b}_1 \land \cdots \land \overline{b}_m.$$ (2)

where $h$, the $a_i$'s, and $b_i$'s are atoms in $\sigma$. We call $h$ the head of $r$, denoted head($r$), and $a_1 \land \cdots \land a_n \land \overline{b}_1 \land \cdots \land \overline{b}_m$ the body of $r$, denoted body($r$). If $n = m = 0$, we simply write $h$.

**Remark 1** We use the notation $\overline{p}$ for the negation of $p$. In the context of logic programming, the type of negation used here is often referred to as “negation as failure” or “default negation”, referring to the fact that in “good” models of logic programs (called stable models below), an atom $p$ is false by default: it is false unless there is a rule that can derive it. In this work, there is no need to distinguish between different types of negation (indeed, all definitions such as when an interpretation satisfies a literal remain valid) and for uniformity and brevity we thus use the notation $\overline{p}$ which is standard in pseudo-Boolean solving throughout the paper.

An interpretation $I$ is a model of a logic program $P$ if, for all rules $r$ in $P$, whenever body($r$) is satisfied by $I$, so is head($r$). The reduct of $P$ with respect to $I$, denoted $P^I$, is the program that consists of rules $h \leftarrow a_1 \land \cdots \land a_n$ for all rules of the form (2) in $P$ such that $b_i \notin I$ for all $i$. An interpretation $I$ is a stable model of $P$ if it is the $\subseteq$-minimal model of $P^I$.

In practice, often not just rules of the form (2), but also aggregates are used. In non-ground programs (i.e., programs with first-order variables), they take various forms, but at the propositional level, it is well-known [7, 58] that in order to capture the standard aggregates [13], it suffices to consider only weight constraint rules: rules of the form

$$h \leftarrow W$$

where $h \in \sigma$ and $W$ is a pseudo-Boolean constraint $l \leq \sum v_i a_i + \sum w_i \overline{b}_i$ with $h$, the $a_i$'s, and the $b_i$'s in $\sigma$ and with $l, v_i, w_i \in \mathbb{Z}$. Various semantics have been proposed for programs with weight constraint rules; for completeness we here include one. The FLP-reduct of a program $P$ (with weight constraints) with respect to $I$ is the set of rules of $P$ whose body is satisfied in $I$. A interpretation $I$ is an FLP-stable model of $P$ if it is a minimal model of the FLP-reduct of $P$ with respect to $I$. We do stress that the particular choice of semantics for these programs with weight constraints is not relevant in the current work, since we focus on the class of programs on which all proposals coincide. This is discussed in detail in the next section, and we come back to this issue in our discussion on future work in Section 7.

### 3 Translating Logic Programs into Pseudo-Boolean Theories

**Scope and Limitations** As can be seen in our definition of rules, we do not consider so-called disjunctive logic programs in this paper: the head of a rule is a single atom. For programs where disjunction “behaves nicely”, for instance for the classes of head-cycle free [8] and head-elementary-set-free
programs, disjunction in the head can be eliminated by means of an operation called shifting \cite{34}. Through the use of LPSHIFT \cite{40}, which implements shifting, our tool also works for such programs.

For weight constraint programs, or more generally, programs with different notions of aggregates, many different semantics have been proposed \cite{26, 72, 64, 25, 35, 4}. Following the ASP-Core-2 standard \cite{13}, we restrict our attention to programs without recursion over aggregates since for such programs all of the aforementioned semantics coincide. Formally, we say that in the context of a logic program $P$, an atom $h$ depends directly on atom $h'$ if there is a rule $r$ (of the form (2) or (3)) in $P$ where $h'$ occurs in body $(r)$. We say that $h$ depends on atom $h'$ if it depends directly on $h'$ or if there exists some $h''$ such that $h$ depends on $h''$ and $h''$ on $h'$. In this paper, following the ASP-Core-2 standard, we only consider programs such that for each rule of the form (3), no atom $h'$ that occurs in $W$ depends on $h$.

**Translation** In order to translate logic programs into pseudo-Boolean theories, we make use of existing frameworks and tools as much as possible, to avoid reinventing the wheel. First of all, we can assume that for each rule of the form (3) in the program, $h$ is uniquely defined by that rule. We can always obtain this situation by introducing a new atom $h'$ and replacing the rule by two rules $h' \leftarrow W$ and $h \leftarrow h'$. This operation is sound for most semantics of logic programs with weight constraint rules, and it is always sound if there is no recursion over aggregates. It now becomes apparent that the aggregates can be “isolated”.

**Proposition 2** Let $\mathcal{P}$ be a logic program without recursion over aggregates such that for each weight constraint rule $r \in \mathcal{P}$, head$(r)$ has no other defining rules. Let $\mathcal{P}'$ be the logic program obtained from $\mathcal{P}$ by replacing all constraint rules $h \leftarrow W$ by two rules $h \leftarrow h'$ and $h' \leftarrow h$, where $h'$ is a new atom not occurring in $\mathcal{P}$. Then there is a one-to-one correspondence between the answer sets of $\mathcal{P}$ and the answer sets of $\mathcal{P}'$ in which $h \Leftrightarrow W$ is satisfied for each rule of the form (3) in $\mathcal{P}$.

This (unsurprising) proposition follows directly from well-known splitting results; for instance the seminal work of Lifschitz and Turner \cite{50} or the results of Vennekens et al. \cite{76} for an algebraic variant that is applicable to the semantic characterization of Pelov et al. \cite{64} of logic programs with aggregates.

Proposition 2 shows that we can split the task of translating $\mathcal{P}$ into a pseudo-Boolean theory in two parts: first, we use any off-the-shelve method to translate $\mathcal{P}'$ into a propositional theory, and next, we add an encoding of the constraints of the form $h \Leftrightarrow W$, for instance using constraints of the form

$$h \Leftrightarrow b \leq \sum_{i=1}^{n} w_l_i$$

is equivalent to the set of pseudo-Boolean constraints

$$b \leq \sum_{i=1}^{n} w_l_i + M_1 h, \quad b > \sum_{i=1}^{n} w_l_i - M_2 h$$

when $M_1$ and $M_2$ are sufficiently large. The equivalence holds as soon as $M_1 \geq b - \sum_{i=1}^{n} \min(0, w_i)$ and $M_2 > b + \sum_{i=1}^{n} \max(w_i, 0)$. For instance, for such large $M_i$, in case $h$ is false, the first constraint is trivially satisfied; in case $h$ is true, it reduces to $b \leq \sum_{i=1}^{n} w_l_i$.

4 Implementation

Our tool accepts input in the LPARSE–SMODELS intermediate format \cite{74}. In case disjunction is present in the head of a rule, it is first eliminated using LPSHIFT \cite{40}. Of course, this is not correct in general, but
only for the classes of programs considered here, where disjunction is head-cycle free (or, more general, head-elementary set free). The input is split into two parts: one part contains all rules containing aggregates (in the LPARSE–SMODELS format these are the constraint rules, weight rules, and minimize rules) while the other part contains all other rules, as well as the other information present in the LPARSE–SMODELS intermediate format (the symbol table, and compute statements). For constraint and weight rules (the former are a special case of the latter) in the first part, the transformation from Proposition 2 is used to split them into a choice rule (the combination of the rules \( h \leftarrow \bar{h}, h' \leftarrow \bar{h} \)) which is added to the second part and two pseudo-Boolean constraints as described below Proposition 2 to be included in the output. A minimize statement directly corresponds to a linear term, and is hence translated directly into a corresponding minimisation statement in the OPB format. As mentioned in Section 3, we make use of existing tools as much as possible. Therefore, the second part (with the additional rules) is then given to the pipeline \( \text{LP}2\text{NORMAL} | \text{LP}2\text{LP}2 | \text{LP}2\text{SAT} \); the combination of these three tools translates a non-disjunctive logic program into an equivalent propositional theory in CNF [10, 40]. Our tool subsequently transforms each clause produced by \( \text{LP}2\text{SAT} \) into a simple linear constraint and combines this with the linear constraints obtained from the first part to produce a complete pseudo-Boolean theory that characterizes exactly the stable models of the original logic program. We do not describe the complete implementation, but instead discuss a couple of peculiar points.

**Auxiliary Variables** Since the translation introduces auxiliary variables, the translation happens only after parsing the entire input; at that point the highest used variable number is known; auxiliary variables will be numbered with subsequent numbers.

**Multilevel optimization** While the ASP-Core-2 standard supports multilevel optimization (expressed in the LPARSE–SMODELS intermediate format by multiple minimise rules), the OPB format has no such construct. We use a well-known technique to reduce multilevel optimization to single-level optimization, namely summing up the different optimization terms but thereby multiplying the optimization terms at higher levels with a coefficient that is large enough to dominate over the terms at the lower levels. An effect of this is that — without postprocessing of the results produced by the pseudo-Boolean solver — the actual values of the optimization function cannot be read out directly from the output.

**The closed world assumption** Answer set programming uses a form of the closed world assumption: all variables that are not mentioned in a program are false. In propositional logic on the other hand, unmentioned variables can take an arbitrary value. When naively applying the transformation from Proposition 2, this can cause problems. For instance, if in the original program a certain variable only occurs in the body of a weight constraint rule (or in the optimization statement), then after applying the translation that variable no longer occurs in the program to be translated into SAT. Since in the original program, it is implicit that that variable must be false (due to the lack of any rules that derive it), it should still be false after translating. However, our pipeline used to translate to SAT does not enforce this constraint unless is it aware of the existence of that variable. There are two possible ways to fix this: either by including such variables in the symbol table or by manually adding a constraint that makes them false. We implemented the first option.

**Unused variables** A last point of attention is that \( \text{LP}2\text{SAT} \), when translating a logic program into CNF makes some simplifications. In particular, in case a variable does not occur in the body of any rule, and that atom is not included in the symbol table (meaning that the user does not care about the value of that
atom), LP2SAT adds a constraint that falsifies this atom. However, since we only give LP2SAT a part of the program, this optimization is no longer correct. This behaviour is again avoided by adding all atoms that occur in rules not given to the LP2SAT pipeline in the symbol table.

5 Experiments

The experiments and set-ups were chosen to shine light on following research questions:

1. How well do modern Pseudo-Boolean solvers perform on ASP models of problems where cutting planes is known to be stronger than resolution?
2. To which extent is the cutting plane proof system promising for traditional ASP?

The benchmarks were ran on the VUB Hydra cluster. Each solver call was assigned a single core on a 10-core INTEL E5-2680v2 (IvyBridge) processor, a timelimit of 20 minutes and a memory-limit of 12GB, thereby matching the limits of the latest ASP competition [30]. The following benchmarks were used:

1. Four benchmark families inspired by the work of Elffers et al. [23], using problems described there, as well as the same types of instances as in that paper (e.g., the shapes of the graphs considered). These four families are known to be (with the right encoding) easy for the cutting-plane proof system in the sense that polynomial cutting plane proofs exist, but are hard for CDCL solvers. All our ASP encodings are straightforward and use aggregates. The four families are:
   - **Pigeon Hole** The problem here is to fit \( n \) pigeons in \( m \) holes with at most one pigeon residing in each hole. All our instances are unsatisfiable with \( n = m + 1 \).
   - **Even Colouring** This problem takes as input a connected graph in which each vertex has an even degree. The problem is to determine if a black-white colouring of the edges exists such that each nodes has the same number of incident black and white edges. The problem is satisfiable if and only if the number of edges is even. Our instances are long toroidal grids in which one auxiliary vertex is inserted to break a single edge in two. All these instances are thus unsatisfiable.
   - **Vertex Cover** The input to this problem is a connected graph and a number \( S \). The problem is to decide if a size \( S \) vertex cover exists, i.e., a subset of the nodes of size \( S \) such that each edge is incident to some vertex in the set. We again use long toroidal grids, here with an even number of rows; in that case an instance is satisfiable if and only if \( S \geq m \cdot \lceil n/2 \rceil \) where \( m \) is the number of rows and \( n \) the number of columns. All our instances are unsatisfiable and have \( S = m \cdot \lceil n/2 \rceil - 1 \).
   - **Dominating Set** This problem again takes a graph and a number \( S \) as input. The problem is to decide if the input graph has a size-\( S \) dominating set, i.e., a set of vertices such that each vertex is either in the set or adjacent to a vertex in the set. Our instances are long hexagonal grid. All our instances are unsatisfiable and have \( S = \lfloor v/4 \rfloor \) where \( v \) is the number of vertices in the graph.

The instances selected in these four benchmark families all scale linearly, that is, after starting from a small instance, we increase the size of the instance by a fixed step size.

2. All decision and optimization problems from the 2017 ASP competition [30], which includes many benchmarks from earlier competitions, with the exception of:
• Problems including non head-cycle-free disjunction, since those were problems beyond the first level of the polynomial hierarchy that can hence not be translated compactly into pseudo-Boolean theories.
• The video streaming benchmark family, since it contains very high coefficients (higher than what ROUNDSAT supports).

For each benchmark family, the 20 instances selected for the competition were used.

All benchmarks and instances are available at [https://github.com/wulfdewolf/lp2pb_benchmarks](https://github.com/wulfdewolf/lp2pb_benchmarks).

We compared four solver configurations:

• \(C_C\): GRINGO | CLASP
• \(C_{PB}\): GRINGO | LP2PB | ROUNDSAT
• \(C_{N-PB}\): GRINGO | LP2NORMAL | LP2LP2 | LP2SAT | ROUNDSAT
• \(C_{N-C}\): GRINGO | LP2NORMAL | LP2LP2 | CLASP

Of each of the used tools, the latest available version was used, i.e. GRINGO 5.4.0, CLASP 3.3.5, LP2NORMAL 2.27, LP2LP2 1.23, LP2SAT 1.24, LP2PB 1.0, and ROUNDSAT at commit fd464d43a.

A comparison between \(C_C\) and \(C_{PB}\) should give insights into how a state-of-the-art ASP solvers compares to a state-of-the-art pseudo-Boolean solver after our translation. Interpreting the results of \(C_{N-PB}\) requires some care. For decision problems, in \(C_{N-PB}\), the input given to ROUNDSAT is a CNF. It is well-known that despite the fact that cutting planes can be exponentially more powerful than resolution, this power is not used by conflict-driven pseudo-Boolean solvers on CNF input, where they essentially produce resolution proofs (see e.g., [77]). For decision problems, a comparison between \(C_{N-PB}\) and \(C_{N-C}\) should thus give an idea of the difference in engineering and optimizations between ROUNDSAT and CLASP. For optimization problems, this comparison does not hold since bounds on the objective function that are added during branch-and-bound search are typically non-clausal. Finally, a comparison between \(C_{PB}\) and \(C_{N-PB}\) should give an indication of how valuable the pseudo-Boolean constraints (coming from aggregates) are for ROUNDSAT, i.e., how much is gained by using our translation compared to a plain CNF translation.

**Analysis** Cactus plots of the runtimes of the first benchmark set are presented in Figure 1. Overall, these results are consistent with our expectations. The combination of LP2PB and ROUNDSAT outperforms resolution-based solvers by far. This is most prominently visible in the Pigeon Hole problem, where no resolution-based configuration solves the problem with 16 pigeons, while ROUNDSAT solves all problems up 916 pigeons. The odd one out of the four families is the Even Colouring family, where the normalization-based configurations slightly outperform \(C_{PB}\). Our assumption is that the auxiliary variables introduced by LP2NORMAL change the language of learning and in this way enable short resolution proofs. A similar effect, but less prominent, is seen in the Vertex Cover family, where normalization-based approaches also outperform \(C_C\), but do not reach the performance of \(C_{PB}\).

When examining the results on decision problems, summarized in Table 1 we notice that \(C_C\), i.e. GRINGO | CLASP, outperforms all other configurations on most benchmark families. For problems without aggregates, this is in line of the expectations. But for problems with aggregates our expectation was to see a positive effect of the cutting planes proof system. Also the difference between \(C_{PB}\) and \(C_{N-PB}\) is very small, suggesting that little to no benefit of the cutting plane proof system is obtained on those benchmarks.

[3] At the time of the writing, this commit has not been released yet. For reproducability, the binary can be found on our experiment github repository.
The optimization problems paint a different picture. Next to the number of instances completely solved for each family, Table 2 also shows the number of instances for which a given configuration found the best solution among the four configurations. For System Synthesis, those last values are not included as this is a multilevel optimization problem and the values given by the different solvers are incomparable. In three out of ten families a clear improvement of cutting plane over state-of-the-art ASP solving is visible. Overall, \( C_C \) is still the best solving configuration, but \( C_{PB} \) comes second, performing slightly better than the approaches in which aggregates are normalized. These results suggest that LP2PB, constitutes a valuable extra tool in the ASP toolkit.

6 Related Work

There is a rich history of research on using SAT solvers to search for computing stable models of logic programs. One approach works by introducing loop formulas on-the-fly \cite{52,47,36} and in fact lies at the basis of most modern native ASP solvers \cite{28,3}. Another approach is studying translations of ASP into
Table 1: Decision problems of the ASP competition. For each family and set-up pair, 20 instances were ran; this table contains the number of instances for which (un)satisfiability was proven.

<table>
<thead>
<tr>
<th>Family</th>
<th>#sum?</th>
<th>#count?</th>
<th>(UN)SAT Proven</th>
<th>C_C</th>
<th>C_PB</th>
<th>C_N-PB</th>
<th>C_N-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crew Allocation</td>
<td>No</td>
<td>Yes</td>
<td>18</td>
<td>17</td>
<td>15</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Graph Colouring</td>
<td>No</td>
<td>No</td>
<td>16</td>
<td>8</td>
<td>8</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Knight Tour With Holes</td>
<td>No</td>
<td>No</td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Labyrinth</td>
<td>No</td>
<td>No</td>
<td>13</td>
<td>1</td>
<td>3</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Stable Marriage</td>
<td>No</td>
<td>No</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Visit-all</td>
<td>No</td>
<td>Yes</td>
<td>18</td>
<td>13</td>
<td>13</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Combined Configuration</td>
<td>Yes</td>
<td>Yes</td>
<td>14</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Graceful Graphs</td>
<td>No</td>
<td>Yes</td>
<td>13</td>
<td>8</td>
<td>10</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Incremental Scheduling</td>
<td>Yes</td>
<td>Yes</td>
<td>14</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Nomistery</td>
<td>No</td>
<td>No</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Partner Units</td>
<td>No</td>
<td>Yes</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Permutation Patternmatching</td>
<td>No</td>
<td>No</td>
<td>13</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Qualitative Spatial Reasoning</td>
<td>No</td>
<td>No</td>
<td>11</td>
<td>11</td>
<td>13</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Ricochet Robots</td>
<td>No</td>
<td>Yes</td>
<td>10</td>
<td>7</td>
<td>11</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Sokoban</td>
<td>No</td>
<td>Yes</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td>190</td>
<td>119</td>
<td>111</td>
<td>140</td>
<td></td>
</tr>
</tbody>
</table>

SAT that are more compact than the (worst-case) exponential blow-up loop formulas induce [8, 51, 39, 43]. These translations introduce auxiliary variables; some of them induce a one-to-one correspondence between the stable models of the original program and the models of the obtained propositional theory, while others duplicate some models. What all these methods have in common is that aggregates are encoded into clause, either lazily (as done in native solvers, often following the lazy clause generation paradigm [73]), or eagerly, for instance by applying normalization tools [10] that eliminate the aggregates before the actual SAT-translation is called. Our work closely relates to the translation based approach. In fact, internally our tool makes use of the tools of Janhunen and Niemelä [43] to translate the part of the program without aggregates into SAT; the actual translation used can easily be changed in LP2PB. The main difference with the standard translational approaches is that aggregates are not normalized but preserved.

Also DLV2 [2] has an option (--pre=wbo) to translate ASP programs into PB theories; however, this translation is limited to tight programs and it cannot handle multilevel optimisation problems.

Another related tool is MINGO [53], which integrates answer set programming and mixed integer programming [70], thus allowing more types of constraints (using non-Boolean variables) than PB theories. These non-Boolean variables are used, among others, to encode the level mapping characterization [54] that ensures stability of the obtained models. Unlike our translation, MINGO does not guarantee a one-to-one correspondence between the models of the obtained theory and the stable models of the original program, making it unsuitable for model counting. Our approach does guarantee this, mainly by building on the guarantees from the used translation of aggregate-free logic programs to SAT [43]. Another difference is that part of the focus of MINGO is on developing an extension of the ASP language in which mixed-integer constraints can be written directly in the program. Nowadays, this approach is common in various Constraint-ASP formalisms [22, 48, 6, 42, 69].
7 Conclusion and Future Work

One direction for future work is investigating an extension of our translation to support recursive aggregates. The semantics of recursive aggregates constitute an intense topic of debate, as can be witnessed by the number of papers written about them [26, 22, 64, 25, 35, 4]. However, for monotonic (and in fact, convex aggregates [56]), most of them agree — the notable exception being [35]. Hence, an extension of our tool that works for recursive aggregates under the condition that they be convex, would be valuable. The most lightweight way to achieve this would be to start from the translation of [53], which builds on the level mapping of Liu and You [54], and modify it to use Boolean variables. An unresolved challenge in that case is how a one-to-one correspondence between the stable models of the program and the models of the resulting theory can be achieved.

Another interesting, but perhaps more ambitious direction for future work is to develop a new native ASP solver that uses the cutting plane proof system under the hood, for instance by developing an extension of RONディングSAT with support for recursive rules.

To conclude, we presented a novel tool, called LP2PB, to translate logic programs into pseudo-Boolean formulas and experimentally validated its performance on a large set of benchmarks. The results are mixed. On the one hand, overall traditional ASP solvers seem to outperform pseudo-Boolean solvers on the benchmark traditionally tackled with ASP. But on the other hand, a couple of benchmark families was identified on which pseudo-Boolean reasoning can provide a real advantage, thus warranting further research into using the cutting plane proof system in ASP solving.
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